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Abstract

Vehicle convoys (platoons) hold a promise for significant efficiency imgmuents of freight and
passenger transportation through better system integration. Througisdhaf advanced driver
assistance, vehicles in a convoy can keep shorter distances fronothachthus decreasing en-
ergy consumption and traffic jams. However, reliable and low-latency concations are a vital
prerequisite for such systems.

The standard for Vehicle-to-Vehicle (V2V) wireless communications is IBBE.11p, and
its performance for communication between passenger cars has beénexjered. However,
there are hardly any results about the performance of such system$uatherucks and passenger
cars are present. In order to remedy this situation, we first perform fnatimework of this project
extensive measurement campaigns of the propagation channel betaveeand trucks, and be-
tween cars whose connection is blocked by trucks. These scenaicgarly of great importance
for mixed-traffic convoys, yet have not yet been explored or mealsiarthe open literature. For
that purpose, we constructed antenna arrays in order to charadtexideuble directional char-
acteristics of the underlying propagation channel, as well as a widelahdirectional channel
sounder with high precision synchronization based on software defid@alplatforms. The mea-
sured data are then used as the inputs of a IEEE 802.11p communication sistdator, which
tells us not only the probability of successful communication between vehiatesiso helps to
analyze robust methods such as multi-hop to resolve the situations wherecdimemunications
are not successful. Its outputs constitute an important input for the deSigonvoy policies,
enhanced automated driver assistance, and even self-driving cars.
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Chapter 1

Introduction

1.1 Motivation and relevance

Freight traffic in California depends, to a large degree, on trucksaltieeir flexibility in visit
warehouses, distribution centers, and terminals. However, truckamajse challenges to traffic
and road safety. Their dynamics are slower, their inertia much higheciepavhen loaded,
collisions involving trucks are more deadly, and in general where the fidmcks is high (espe-
cially in the vicinity of ports), traffic congestion is more likely. For these reasmew methods
have to be found to increase the efficiency of truck transportation, apiebtide better safety in
an environment in which trucks and passenger cars are present indemvieonment.

One of the most promising ways of increasing efficiency of vehicle movermm#mt formation
of convoys. Convoys have a multitude of advantages, which can be sizethas follows:

* Vehicles can reduce wind drag, thus improving fuel efficiency, whesing) together,

« A higher traffic density can be allowed without increasing probability dfitrgams with
shorter inter-vehicle distances,

» The probability of accidents can be reduced when the speed of theycmwniform,

» The drivers are less exhausted when constant lane changes aratgddnin

For this reason, research into truck convoys, and the strongly relgi®s tf automated vehicle
control and self-driving cars has created great interest [1, 2, 8].4There are two forms of
convoys, both of which impact mixed passenger-freight traffic:

 Pure truck convoys for freight movement, which interact with non-ogrpassenger vehi-
cles (e.g. passenger cars in front of (or behind) the truck conwwy, in other lanes, cars
merging onto the highway on which the convoy is moving, etc.),

» Mixed truck-passenger car convoys, in which vehicles with common @iestinations (or
at least long stretches of common routes) act as a joint convoy.

A key requirement for convoy formation is automated control of the distart@een the partic-
ipants. In its simplest form, this can be achieved when each vehicle is equipibea radar that
determines the distance to the preceding vehicle, which in turn serves asjtrenpat to the

control loop. However, this solution increases the danger of a “chéant&fif a vehicle near the
front of the convoy hits an obstacle, not only might the subsequentleeieiar-end it, but each of



the subsequent vehicles will rear-end its predecessor, since it widhgatication of the changed
situation only from its predecessor, and not from the front of the cprivor this reason, commu-
nications systems that can convey information between larger groupsicfegeare essential for
safety. Besides, such networks have numerous other benefits,ssaemeunicating road condi-
tions, traffic light status, etc. Such communications are also very helpfukimthraction with
non-convoy passenger vehicles, such as announcing the lengthaaib@y, warning vehicles in
cross-streets or on acceleration lanes of oncoming convoys, etc.

In recent years, an international standard has emerged for wirgesaunications between
vehicles, namely the WAVE (IEEE 802.11p) standard [6]. This standaverig similar to the
wildly popular IEEE 802.11a (WiFi) standard, and is supported by vehicleufaaturers from
General Motors to Mercedes-Benz, as well as road operators asdngaents from the European
Union to Japan. In the US, the Department of Transportation has initiatedsesddield trials
of these systems. It is therefore safe to say that any future convoystens will have an IEEE
802.11p compliant communications component to it. Moreover, note that comationi via
cellular connections (e.g. with each vehicle connecting to an LTE cellular $taton) are not a
viable alternative, due to the large latencies that data packets can expasiesuch connections.
The similarity of the IEEE 802.11p standard to WiFi is a major strength, as it willvathe con-
struction of very low-cost devices the economy-of-scales implicit in Wikiabs will directly
translate to IEEE 802.11p. However, WiFi was designed and tested fosaftationary appli-
cations in indoor environments, which turns out to be very different frioen\V2V applications.
There is as of yet considerable doubt whether the IEEE 802.11p stiwdiwork equally well,
and in particular how reliable it will be under various circumstances.

In order to test its actual usability, it is required to either perform largdesfield tests with
actual IEEE 802.11p compliant devices, or to alternatively develop detaitektls for the propa-
gation channel between the participating vehicles, and simulate the behithierlBEE 802.11p
compliant nodes over such channels. The latter alternative is not only muehcost-effective,
but also allows to investigate the impact of custom modifications of the standdrithias will be
considered during this project. Although the performance of the IEEEL&pZhave been widely
explored for V2V wireless communications between passenger cars,atrehardly any results
available when both trucks and passenger cars are simultaneously aathé.e. between cars
and trucks, and between cars whose connection is blocked by trucks.

1.2 Contributions

Motivated by the aforementioned considerations and to remedy this situatooyehall purpose
of this project is to investigate the performance of IEEE 802.11p systemstéoactions of con-
voys with mixed truck/car situations, and assess the impact on convoy formhtiparticular, the
main scientific contributions of this project can be summarized as follows:

« To develop equipment enabling versatile, mobile measurements of widebapaggtion
channels\york package #1). Main emphasis will be on the rapid readout of data so that a
continuous streaming of the measurement results becomes possible. Toraewidl be
a fully functional real-time measurement platform for vehicle-to-vehicl@agation chan-
nels, which can vary very rapidly over time.

On the other hand, antenna arrays will be designed, manufacturéehtedaand calibrated
for Multiple-Input Multiple-Output (MIMO) measurements of the double-direnal char-
acteristics of the radio propagation channels,

2



« To perform extensive measurement campaigns of propagation deamseenarios in which
both trucks and passenger cars are on the readk(package #2, including(i): commu-
nications between adjacent trucki$): communications between trucks separated by other
trucks, (iii): Communications between passenger cars separated by trucksy)arsbm-
munication between a truck in a convoy on a highway, and a passengem earacceler-
ation lane. These scenarios are clearly of great importance for mix&d-tranvoys, yet
have scarcely been explored or measured in the existing literature.

Note that communications between two adjacent passenger vehicles lady dleen inves-
tigated extensively and will thus not be specifically targeted in this project,

» To derive a model for inter-vehicular propagation channetsrk package #3, which can
be used more easily for system simulations than the “raw” measurement dathatpur-
pose, a Geometry-based Stochastic Channel Model (GSCM) apprilhbe considered,
which consists in placing (diffuse or discrete) scatterers at randomrding to certain sta-
tistical distributions, and assigning them (scattering) properties. Thel signaibutions
of the scatterers are determined from a greatly-simplified ray tracing, aaitlfthe total
signal is summed up at the receiver. This modeling approach has a nufrbgyostant
benefits, namelyi): it can easily handle non-stationary channéi3; it provides not only
delay and Doppler spectra, but inherently models the MIMO propertiesegbribpagation
channel,(iii): it is possible to easily change the antenna influence, by simply including a
different antenna pattern, afid): the environment can be easily changed.

For each scenario described in work package #2, a GSCM will therédeveloped and
fully parametrized based on the corresponding measurement data,

« To create a simulation platform for the IEEE 802.11p standamtk package #4. It will
perform a symbol-by-symbol simulation of the transmission of data packéiagtato
account both the Physical Layer (PHY) and the Medium Access CofMaC) structure
of IEEE 802.11p compliant transmissions,

« To provide an evaluation framework that can assess in a reprodudlyléhe performance
of IEEE 802.11p compliant communications systems (i.e. with “standard"versgifor
mixed-traffic convoys, based on measured datark package #3.

It will tell us not only the probability of successful communication betwedniales, but
also analyze robust methods such as multi-hop to resolve the situations dufeetecom-
munications are not successful. The reliabilities and latencies of the wilglkssthus
obtained will provide critically important input for the design of control systeand even
for the development of policies and technologies for convoy formation.

This project constitutes therefore a significant and critically important ibortion to the design
of convoy policies, enhanced automated driver assistance, andedi+enigng cars.

1.3 Outline

The remainder of this report is organized as follows: Chapter 2 pregentaeasurement equip-
ment (channel sounder and antenna arrays) that we have dediignethped, manufactured and
tested during this research project. In particular, we emphasize its retevanhe framework
of this project when rapidly time-varying propagation channels betweenngeehicles are to
be measured and characterized. Chapter 3 describes the measur@meaigos that have been

3
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Figure 1.1: Relationships between the different tasks and work paskégige project

conducted, including the vehicles as well as the different environmedtsaamarios of interest.
Chapter 4 outlines the channel model as well as its different componemsproposed channel
model is completely parametrized from the measurements for each scerdhiie Enplementa-
tion recipe is provided. Chapter 5 includes a detailed description of the 82B.1p PHY and
MAC layer models, which have been implemented in MATLAB. Results of IEEERp PHY
and MAC layer simulations are presented in Chapter 6. Finally, conclusimhreaommendations
are discussed in Chapter 7.



Chapter 2

Construction of channel measurement
test equipment

2.1 Description of the real-time MIMO channel sounder

A real-time continuous MIMO channel sounder has been completely implemamtetested dur-
ing this project. Itis based on the NI-USRP RIO software defined raditopta, and its architec-
ture at the Transmitter (Tx) and Receiver (Rx) sides is given in Fig. 2.1.

Wireless Ethernet bridge

g ™
il
NiPXle Tx R«
- Antenna Antenna
,1‘\ ™ Array Array Rx L
Antenna Antenna Noise |

Wireless Ethernet bridge

Sl S e E
o — P B
CN ] iy - - & i}
A y"\ 4 A _T
. | 3 ) ,
E‘j N GPIO Rl

8 TTL signals Array

3 TTL signals
GP5S €

Rubidium Clock

Figure 2.1: Diagram of the real-time MIMO channel sounder at the transr(igférand receiver
(right) sides, respectively

The channel sounder performs switched-array MIMO measuremeantansmits a Orthogonal
Frequency Division Multiplexing (OFDM)-like sounding signal aroungl GHz with a bandwidth
of 15 MHz. The output power is abot dBm. Since the NI-USRP RIO platform uses a direct up-
conversion (DUC) architecture, we implement the intermediate frequeRrgdimpling for both
the Tx and the Rx, so that we minimize the negative effects of the DC offgbtgun that usually
bothers wireless transceivers with DUC architectures. The frequaribg Local Oscillator (LO)
is 5.888 GHz, which is12 MHz smaller than the center frequency of the sounding signal.

The two USRPs are synchronized with two GPS-disciplined rubidium clotks.rubidium
clocks providel Pulse Per Second (PPS) for absolute time synchronizationl(aMHz as the
reference clock for the timing modules on two USRPs. It is noteworthy thatiMHz reference
clock is further utilized by the USRPs to derive the FPGA data clo¢kdMHz, 120 MHz) as
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Parameter Value

Carrier frequency 5.9 GHz
Bandwidth 15 MHz
Transmit power 26 dBm
Sampling rate 20 MS/s
MIMO signal duration 640us
Number of MIMO per burst 30
Rate of bursts 20 Hz
Number of bits in ADC 16

Table 2.1: Parameters of the real-time MIMO channel sounder

well as the LO. The USRP-RIO 2953R runs with twé-bit ADCs for both | and Q channels.
When sampling a0 MS/s, the output data rate is arous@ MBps with a full duty cycle. Tab.
2.1 provides a detailed list of parameters of the channel sounder.

2.1.1 Implementation details of the channel sounder

To fully control USRPs in the channel measurement, we have written custares in Lab-
View and LabView FPGA. We have started from the USRP streaming sampexpradded ad-
ditional controllers and made necessary modifications. The diagram ofth\ddw script for the
Rx USRP is given in Fig. 2.2, where the red block is further detailed in Fig. 2.3

o Monitor and Update Rx GPS status, Rx * Wiite ACK
Time stamp e Count down to the scheduled Start Time
o Wait for Start Measure command e Halt transmission if necessary

Tx Start Enable

\

Configure Channel/Signal /Stream/Trigger Wait for Start Enable

Continuously fetch data with

every 50 ms. Store data and

measurement info, adjust Rx
Gain, and provide APDP plots

Figure 2.2: Functionality diagram of the Rx USRP

Check Stream
and FIFO

|

Start timer I AGC — Write Meas Info — End timer

\—~ Record data 4‘ |

Terminate
Measurement

Fetch Rx data —

Expand the red function block

Figure 2.3: Functionality diagram of the main loop of continuous sampling at;tHéFRP



e Read ACK
e Interact with the user
e Calculate/Share the scheduled start time

e Monitor Tx/Rx GPS status and timestamp
e Halt transmission if

e Send Start Measure command

e Count down to the scheduled time

Start Enable

T~

Configure Channel/Signal/Stream/Trigger Wait for Start Enable

Continuously write the sounding
signals and store the GPS data

Figure 2.4: Functionality diagram of the Tx USRP

e Check Stream L
Wiite Tx data ——= OO Waite Meas Info

Expand the previous red function block

Figure 2.5: Functionality diagram of the main loop of continuous sampling atti¢SRP

Fig. 2.4 gives the functionality diagram of the LabView script for Tx USRB. 2.5 expands the
contents of the red function block in Fig. 2.4. The continuous streaming batiwe and Rx US-
RPs are initiated by software triggers from separate host PCs. Thesedggers are buffered by
the FPGA and synchronized to the rising edge of external PPS signalsviro GPS-disciplined
Rubidium clocks. Though the rising edge of the PPS signal is aligned to UTCaidehas
small jitters, it still has a standard deviation 8 ns when locked. Hence it is crucial that we
avoid repeated triggers during the continuous streaming to preservegabe pherence in MIMO
channel measurements, what is essential for high-resolution paramtesetien algorithms such
as RIMAX [7] and EKF [8].

The MIMO sounding signal frame structure consists of 8 elementary sounding signals, as
shown in Fig. 2.6. Several guard periods are needed in-betweensii@sding signals in order
to allow the settling time of the Tx and Rx switches. The related parameters are sagtna
in Tab. 2.2. Note that with these settings, the maximum resolvable Doppler skiffusl to
Vmaz = 1/(2Tp) = 806 Hz, which yields a maximum relative speed between the Tx and Rx
vehicles and the discrete scatterers\of..; ., =~ 148 km/h. In other words, measurement data
will suffer from Doppler ambiguities (or, equivalently, the temporal beédtvawef the corresponding
fading process will be undersampled) whenedet..; ,,,.,, > 148 km/h. This phenomenon can
typically occur in highway environments for scatterers traveling with highoiédés in a direction
opposite to the one of the Tx and Rx vehicles.

2.1.2 Back-to-back system calibration

The back-to-back system calibration is performed by making a cable comméetween Tx
USRP and Rx USRP. Radio-Frequency (RF) attenuators are also ugethieen in order to en-
sure the safety of the Rx USRP. We have made continuous streaming rnmeastsevith the
set-up, so we can average over multiple realizations to further improve thal$m@Noise Ra-
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Figure 2.6: Frame structure of MIMO sounding signal

Parameter Definition Value
to Unit signal 4us
tidle Unit signal buffer 4dus
treSw Guard time for Rx switch 0.5us
tizSw Guard time for Tx switch 10us
To MIMO snapshot duration 620
N Repetition of MIMO snapshot 30

Table 2.2: Parameters of the MIMO sounding signal

tio (SNR) of the system calibration data, i.e.

Yrer (f) = B{Y (/) }, (2.1)

whereYreg(f) is our final system calibration result and depends on the gain setting ofxthe R
USRP. It is intended for the pre-processing of the measurement datd iwlgiven by

Yumeas (f)
H(f)= Veer (f) Garten (f) (2.2)
where H(f) is the channel Transfer Function (TF), wheréagren(f) is the transfer function
of the attenuator used during the back-to-back system calibration. Not& tifa can be directly
used as such for RIMAX evaluation. Since we use a cable with attenuatersgpipated mea-
surements also reflect the stability of the channel sounder. All TFs fiferaht Single-Input
Single-Output (SISO) snapshots are normalized with respect to therfestich is given by

Xf (f7 m’/‘7mt7t7 ’LI’)
Xy (f,1,1,1,1)

X}el (f7 My, My, ta Z$) =

(2.3)

By assuming that the variations within one SISO snapshot are negligibleyarege relative TF
can then be expressed as

X}el (mm my, ta Z.’E) = Ef{X}eI (f7 My, My, t7 Z.’L’) } (24)
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2.2 Multi-antenna arrays

2.2.1 Antenna array design

We have decided to build tw®-element vertically polarized uniform circular dipole arrays (VP-
UCDA) for our V2V measurement campaigns. In order to hold the antemagsafirmly during
the measurements, we have also customized and built two array stands withftioenathe USC
Machine Shop. The stand is made of two plates and one pillar, and anteeraseldered and
mounted close to the middle section of the pillar. The stand is also equipped with abantips
bottom so that the entire structure is able to stick with a cargo basket on friepad the vehicles
(passenger cars or trucks). A picture of the stand can be found 2 Big.

Figure 2.8: Array stand with its metallic base



(a) Top (b) Bottom

Figure 2.9: Etch Layers of the dipole antenna

Similar to the array introduced in [9], all the half-wavelength dipoles are teaLin the middle
of a cylindrical metallic pillar that serves as a ground plate. The metallic pillaomigtincreases
the directivity of each dipole antenna in the direction that it is facing, butradoces the mutual
coupling between antenna elements. For the design of the antenna elemideginning we
tried to use the cylindrical dipole with a quarter-wave balun feed that is intexdiin [10]. But the
small dimensions of the antenna made it extremely difficult for us to build it. We tiearefore
decided to use dipole antennas on printed circuit boards introduced]ifl4 final design of the
printed dipole antenna is optimized through the electromagnetic simulation soff&ard12],
and is illustrated in Figs. 2.9(a) and 2.9(b). The simulated far-field antestterp at;.9 GHz is
provided in Fig. 2.10.

Figure 2.10: Simulated far-field pattern of the dipole antenria%GHz

2.2.2 Antenna array calibration

Array calibration with high quality is important for any high-resolution paramexéraction algo-
rithm. The characterization of the response of the antenna array togetihéne RF switch needs
therefore to be done in an anechoic chamber.

The calibration data,; is a 3D complex tensor. It is denoted by (f, ¢, 1), wheref is the
frequency indexyp is the azimuth angle, andis the antenna index, respectively. The discrete
version is given by

591 € CNrXNazxMane (2.5)

whereNy, N,. and M,,; are the number of frequency points, azimuth angles and antennas, re-
spectively. It isimportant to realize that the original calibration data is corrupted with measure-
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Figure 2.11: Radiation patterns of the antenna array elements, calibratetthevitbrresponding
RF switch

ment noise as well. The typical data processing from the originato the array complex beam
pattern follows

B (p,i) = Ef {GanT (f’%i)}:Ef{C%}’ (2.6)

where the expectation operati®y-} performs over various frequency points. The free-space
Line-Of-Sight (LOS) channel transfer function is determined by

_ 1 —j2nfd/co
Hiree (f) \/We ) (2.7)
whered is the distance between the reference antenna and antenna under testatilttation.
We use those angular points among the calibration giatthat have sufficiently high amplitude
(—53 dB). The calibration distance is estimated from the gradient of the phasesvigequency,
such that

—1dg (f)

d= or df (2.8)
The vertically polarized pattern of each element of the Rx and Tx anterangsas given in Figs.
2.11(a) and 2.11(b), respectively. The 2D ambiguity function of Rxyagahown in Fig. 2.12.
The high ridge lies along the diagonal as expected in Fig. 2.12. Mordbeeayray response was
further tested with synthetic channel Impulse Responses (IRs), which evaluated using the
high-resolution parameter estimation algorithm 4D-RiMAX (described later ap@in 4). The
initial estimation results indicate that the parameters of simulated Multipath CompdheGs)
can be successfully recovered.
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Chapter 3

Channel measurement campaigns

The characteristics of vehicular propagation channels depend inttipgsindhe nature of the sur-
rounding environment. For this reason, vehicular measurement campaigadeen carried out
in various propagation environments, e.g. [13, 14, 15, 16, 17, 18}.c@mpaigns are conducted
for V2V scenarios, by letting two vehicles drive in convoy or in oppositeations while mea-
suring, or for Vehicle-to-Infrastructure (V2I) scenarios which t@nemulated by parking one of
the vehicles. The most common environments, i.e. urban, suburban, igindaural, have also
been widely investigated for cellular systems. Other campaigns concentrapeoific scenarios
such as intersection collision avoidance and co-operative merging asgi§1®, 20, 21].

Since a key goal of the inter-convoy communication is to convey informatitwesa widely
separated vehicles, the shadowing of the transmitted signal by vehiclesdmetiie Tx and Rx
ones is of special importance. In particular, communications between twernges cars between
which a truck is located can easily suffer from a blocked LOS. Despite thisriaupce, there
are hardly any relevant measurements of this effect. Previous expéainpapers about large
vehicle obstructions investigate the blockage effect of a large box trassimg through the LOS
path atll GHz [22], or the obstructions of multiple vehicles between Tx and Rx on path lo
model at60 GHz [23]. However, due to the use of different frequency bands GHz for IEEE
802.11p), these results cannot be used for the typical V2V applicatitmr®over, the Non-Line-
of-Sight (NLOS) cases caused by the vehicles in [24] and [25] eitlekrdie the effect of the small
cars and vans, or occur intermittently in the measurements. As a result, ésodts cannot fully
reflect the impact of large vehicle obstructions on the propagation clsanime[26], the effect
of the trucks and vans on the received signal strength is investigatest. dfithe measurements
are conducted at several separate locations, so that the discont{mithugespect to distance)
sampling complicates a detailed and accurate analysis of shadow fadingheinvweords, the
design and deployment of IEEE 802.11p compliant communication systemsefep#tific case
of mixed truck/passenger vehicle convoys requires the extensiveatigalof the underlying radio
propagation channels in real-world scenarios. However, there is tohdatty any dedicated
measurement campaign for the characterizatidi othe propagation channel for truck-to-vehicle
or truck-to-truck communications ar(@): how different the propagation channel is when the
antennas are mounted on top of the driver cabin.

In order to fill this gap, an extensive measurement campaign has beducted in April 2016
using the equipment set-up described in Chapter 2, with two major objectineiaich

» Measuring truck-to-vehicle and truck-to-truck propagation chanimelsrious scenarios
and environments. Then, based on the collected data, accurate (famgtaized) channel
models are established and the performance of IEEE 802.11p compliant cocatian
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systems in these situations are assessed,

* Analyzing the impact of the Tx and/or Rx truck trailer(s) as well as of otherk(s) as
obstructing vehicle(s) in a systematic and controlled fashion.

In this Chapter, we discuss the main characteristics of the measuremeniganajpiang with the
scenario and environment descriptions. The so-collected measureatentitl serve as a basis
for the analysis conducted in the next Chapters.

3.1 Measurement vehicles

3.1.1 Passenger cars

In order to perform a realistic characterization of the propagation aiatwo standard passenger
cars were used at the Tx and Rx sides during the measuremen(; ieeDodge Journey Mid-size
cross-over sport Utility SUV, anfi): Hyundai Sante Fe Mid-size SUV, as shown in Fig. 3.1. The
Dodge Journey has dimensionsia8 m in length,1.83 m in width andl1.69 m in height, whereas
the dimensions of the Hyundai Sante Fe4fem in length,1.84 m in width and1.67 m in height.

(a) Hyundai Sante Fe SUV (b) Dodge Journey SUV
Figure 3.1: Photos of the SUVs used as our test vehicles

The sounder and the batteries needed for power supply were assemiiledseparate server
racks (Tx, Rx), as shown in Fig. 3.2(a) and 3.2(b). They are storéaeitrunk and on the back
seats of the cars and trucks, as shown in Fig. 3.2(c). On the otherthantix and Rx antenna
arrays were mounted on a basket attached in the center of the car eoaftimy ski racks, as
shown in Fig. 3.3. They are connected to the measurement equipment irsichrshthrough RF
cables running through door windows on the passenger side. Thyougarious measurement
campaigns, we make sure the azimuth angle 0°defined for the antennasaatligyed with the
front direction of the vehicle.

3.1.2 Trucks

For the two trucks involved in the car-to-truck and truck-to-truck chameasurements, we have
rented twol 6 foot studio trucks from Ryder. Fig. 3.4(a) provides a side view of thaistuuck. It

has a load capacity @000 Ibs and up t®60 cube feet of cargo space. The main reasons this type
of truck was considered are th@}: it provides sufficient space in the driving cabin to allow the
placement of the channel sounder, &ind its flat roof is also able to accommodate the installation
of metallic basket and antenna array, as shown in Fig. 3.4(b).
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(a) Atthe Tx side (b) Atthe Rx side (c) Tx server rack in the back seats
of the truck

Figure 3.2: Photos of the server racks holding the equipment

(a) Atthe Tx side (b) At the Rx side

Figure 3.3: Photos of the antenna arrays on top of the SUVs

3.2 Mixed-traffic scenarios

A number of important situations for mixed truck/passenger car traffic haea identified, in
terms of both road safety applications and convoy formation efficiency. héthe applications in
mind, a number of scenarios have been investigated, including

» Communications between adjacent trucks: The most straightforward scenario is the com-
munication between two trucks that are following each other in the convapiteehe fact
that this is an obviously important scenario, hardly any measurementsanfiassi com-
munications channels exist. The placement of the antennas on the roofdrfvidiecabin
has a major impact on the results, owing to the material and height of the traiksults in
either a large pathloss/shadowing of the LOS component if the Tx and Restaue travel-
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(a) Side view of the truck (b) Tx antenna array on top of the truck

Figure 3.4: Photos of th&s foot studio truck used as our test vehicles

ing in the same direction (even with no other vehicle in-between them), or aysebacted
contribution if the two vehicles are traveling in opposite directions,

« Communications between trucks separated by other trucks. If one of more trucks are be-
tween the Tx and Rx ones, they will shadow off some of the signals that wauldally
reach the Rx. If all trucks are of identical make, we can expect frofradifon theory that
the additional pathloss will be abost— 6 dB per truck, plus the pathloss associated with
the larger spacing between the Tx and Rx trucks. However, for truitksvarying height
and different shape of the trailers, larger pathloss/shadowing might,occ

» Communications between passenger cars separated by trucks: If trucks separate transmit-
ters and receivers located on passenger cars, the shadowirtgcefidie significantly more
pronounced than for transmitters and receivers located on trucks tivesisehis is due to
the fact that the height of the antennas is much lower when mounted onesngassar, and
the relatively large diffraction angles create a stronger attenuation. rireoant prelimi-
nary work [27], we have investigated the channel between two pasisears separated by
a school bus, and found more thaindB attenuation (as well as a significant change of the
dispersion characteristics). Furthermore, for such a scenario, tfmusding environment
might play a significant role. For example, in a street canyon, signals migstlyrpyop-
agate from the transmitter via reflection on a house wall to the receiverredusing the
importance of the diffraction over the top of the truck. On the other haruth, asignal path
will not be available in an open (rural) area.

» Communication between a truck in a convoy on a highway, and a passenger car on an
acceleration lane: This scenario is also of obvious practical importance for the interaction
between freight and passenger traffic.

Note that communications between two adjacent passenger vehicles leadyddeen investigated
extensively (among others by us) and will thus not be specifically targethd project.

3.3 Environments

For each of the aforementioned scenarios, appropriate measurememtesitecarefully selected,
so that generalized conclusions can be drawn. All the measurementeitesated in and around
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Los Angeles (CA, USA). For each scenario, measurement runs wexe tantinuously “on the
fly” and consist of typically5 — 20 minutes of recorded data, i.e. significant enough for the
estimation of meaningful and reliable statistics. In the following, the investigatedoaments
are discussed in detail.

3.3.1 Urban areas

Measurements were performed in DTLA, i.e. a densely populated areaimgtl-sto multi-story
buildings lined on both sides of the road. Streetsldre- 40 m wide, multi-lane and mostly one-
way, organized according to a grid system (i.e. with right-angle strees@ttons), as shown in
Fig. 3.5.

(c) Two trucks in opposite directions at an intersection

Figure 3.5: Different scenarios in an urban environment, in DowntovaArmeles (DTLA)

The Tx and Rx vehicles were driven along different streets, as shokig. 3.6 for one partic-
ular measurement route, at varying speeds betWweserd 14 m/s under realistic traffic conditions
(red-lights, road works, light to heavy vehicle flow, etc.). Two differdtiving patterns have been
considered in this environment, namely

» Urban - convoy: Both the Tx and Rx vehicles are traveling in a convoy fashion (i.e. one
behind the other). The distance between the Tx and Rx vehicles wassdwa50 m,
hence allowing other vehicles to move between the Tx and Rx vehicles,

» Urban - opposite: Both the Tx and Rx vehicles are traveling in opposite directions on par-
allel lanes: they are first approaching each other, are then passimgtt@r and are finally
moving away from each other. In some cases, one of the vehicles idpamkae curbside
while the other vehicle is traveling away from it in the same street.
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Figure 3.6: GPS locations of Tx and Rx vehicles during the channel mezasuts in downtown
Los Angeles: blue dots are positions of Tx and red stars are positions of R

3.3.2 Suburban areas

Measurements were conducted in a suburban environment locatedlahmbSC campus in
Los Angeles (CA, USA), which mostly consists of open areas with small dethbouses and
significant vegetation, as shown in Fig. 3.7. Streets are typitally 30 m wide, multi-lane with
either one or two driving directions. They are also characterized by Edgwalks and road signs
which are sparsely distributed.

(c) Truck-to-car convoy scenario

Figure 3.7: Different scenarios in an suburban environment, near$iizdampus

The Tx and Rx vehicles were driven along different streets, as shokig. 3.8 for one partic-
ular measurement route, at varying speeds betweerd 14 m/s under realistic traffic conditions
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(little to average traffic conditions). As for the urban environment in Se@i8ri, two different
driving patterns have been considered here, namely

« Suburban - convoy: Both the Tx and Rx vehicles are traveling in a convoy fashion (i.e. one
behind the other). The distance between the Tx and Rx vehicles wassaiwa50 m,
hence allowing other vehicles to move between the Tx and Rx vehicles,

« Suburban - opposite: Both the Tx and Rx vehicles are traveling in opposite directions on
parallel lanes: they are first approaching each other, are then gassih other and are
finally moving away from each other. In some cases, one of the vehicleskegon the
curbside while the other vehicle is traveling away from it in the same street.

% N )
W3Tth s & & i %”%y
§ School of Business ~
Lm“. Q.)”‘Q'& tm%

H >

Notura

Figure 3.8: GPS locations of the Tx and Rx vehicles in a suburban envirdnrokie dots are
positions of Tx and red stars are positions of Rx

3.3.3 Highway/Freeway areas

Measurements were conducted on highways ®itht lanes in each driving direction, with sparse
buildings and vegetation on either road side. The outer boundary ofddégguarded by concrete
walls or sound barriers, whereas each direction of travel on the higlsveeparated by a metallic
rail approximately0.50 m tall. Moreover, the road is often found to be overpassed by road signs
and concrete bridges, as typically shown in Figs. 3.9(a) and 3.9(b).

The Tx and Rx vehicles were traveling at a spee@(of 30 m/s under realistic traffic condi-
tions (light to congested vehicle flow, etc.) Two different situations haes lsensidered in this
environment, namely

« Highway - convoy: Both the Tx and Rx vehicles are traveling in a convoy fashion. The
distance between the Tx and Rx vehicles ranged fsoto 350 m, hence allowing other
vehicles to move between the Tx and Rx vehicles. Measurements while drgrtaibbeing
overtaken by other vehicle were also performed,

« Highway - merging lane: Either the Tx or the Rx vehicle is traveling on an entrance or
an exit ramp (i.e. a road merging two traffic flows into a single one), whdteasther
vehicle is traveling on the highway. An important aspect here is the possitilihed OS
component being obstructed due to the slope of the ramp and the orientatientefrain,
as shown in Fig. 3.9(c). Another possible case is when both the Tx ane:iigles are
traveling at the same time on an entrance or an exit ramp.
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(c) Merging ramp at the entrance of I110N freeway

Figure 3.9: Different scenarios in a highway/freeway environment, BAmgeles

3.3.4 Intersections

Measurements were conducted at street intersections in urban antdaukbavironments, when
the Tx and Rx vehicles are approaching the road crossing from pigodar directions. In that
case, the LOS can be obstructed for long time durations when the Tx andHites are trav-
eling toward the intersection, owing to buildings located at the corner of thes@aigon, and be
cleared only when both meet there. The reliability of the link between the TXRangehicles
depends therefore on the availability of other scattering objects in theusgiirgy environment,
e.g. other nearby buildings, vegetation, street signs, parked velatde3wo different cases were
investigated for this scenario, namely

» Urban, multiple lanes. The environment consists in that case in a street intersection in the
DTLA urban environment, as previously described in Section 3.3.1. Hesét fias two or
more lanes, with only one driving direction. There are traffic lights, buaffi¢ct and multi-
story buildings at each corner of the intersection which can either block@&eor act as
scatterers, as shown in Fig. 3.10(a),

» Suburban, multiple lanes: This environment consists in a street intersection in the suburban
environment around USC campus, as previously described in Section & &ZXharac-
terized by few to no buildings next to the street intersection, but an opeousling with
vegetation, small detached houses and little traffic, as shown in Fig. 3. Md@bgover, no
severe obstruction of the LOS is experienced in that case.

3.4 Route documentation

Two 360°panoramic video cameras were positioned on top of the pillar of¢laad Rx antenna
arrays during the measurements, in order to document the scenariasugesl (traffic conditions,

20



(b) Suburban environment, close to the USC campus

Figure 3.10: Road intersections in different environments

environment, weather, etc.) as “seen” from the top of the truck driveincar passenger car
rooftop, as close as possible from the antenna array elements.

Global Positioning System (GPS) coordinates of the Tx and Rx vehicles algo available
directly from the channel sounder, recordz@times per second, hence providing a real-time
display of the Tx and Rx vehicles as well as their actual instantaneoudssgesng the measure-
ments. These GPS data can be used in combination to the video recordingpastipeocessing
of the measurement data in order to relate estimated results (channel paestigtation, system
performance, etc.) to the physical environment surrounding the Tx angRicles, e.qg. traffic
conditions, number of pedestrians, houses and road side, etc.

In each vehicle, one person acted as driver, a second one opiatadasurement equipment,
whereas a third assisted the driver as co-pilot, was responsible fouraeant documentation and
communicated through mobile phones with the other vehicle in order to synzéithe traveling
of the Tx and Rx vehicles one relative to the other.

3.5 Measured data

At the output of the measurement equipment, we obldin x My = 8 x 8 complex MIMO
time-varying channel TFEL(f,¢) over al5 MHz bandwidth centered &9 GHz, see Table 2.1
for further details of the measurement parameters.

The measurement time duration was set at the beginning at each measusesséon tol
hour, meaning that the data were collected continuously “on the fly” while xtend Rx vehicles
were traveling. The sections of measurement data most relevant to thaiaraaly character-
ization of the scenarios of interest have been carefully identified andetalokiring the post-
processing, in order to create a comprehensive data base.

During these measurement campaigns, we have collected’20@p0 MIMO snapshots for
car-to-car measurements, and o2&y million MIMO snapshots separately for truck-to-car and
truck-to-truck measurements, respectively.
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Chapter 4

Channel modeling

From the measurements presented in Chapter 3, we derive a channétmabddan be used more
easily for system simulations than the “raw” measurement data.

Following our previous work [28], we employ a measurement-based GS3gpkbach, which
builds on placing (diffuse or discrete) scatterers at random, accaalsegtain statistical distribu-
tions, in physically realistic positions in the surrounding environment (e.iddibgs on the road
sides, other vehicles on the road, etc.), and assigning them (scatteopg)tes. The signal con-
tributions of the scatterers are then determined from a greatly-simplifiedagingrand the total
signal is finally summed up at the Rx side. This modeling approach has a nofnbgsortant
benefits, e.g(i): it can easily handle non-stationary channéig; it provides not only delay and
Doppler spectra, but inherently models the MIMO properties of the chafiiig it is possible to
easily change the antenna influence, by simply including a different aafgattern, andiv): the
environment can be easily changed.

The remainder of this Chapter is structured as follows: in Section 4.1, weehig@-resolution
method (RIMAX) that allows extracting the parameters of the discrete scatteomgibutions
from the IRs for each MIMO burst. Then, in Section 4.2, the discrete seattentributions are
tracked over large distances, based on the so-obtained parametetmn g€3 introduces the
general outline of the generic GSCM approach in vehicular environmigraisiding a detailed
description of its main characteristics (i.e. environment geometry, discretdiffuse scattering).
Finally, Section 4.4 provides the complete parametrization of the propagatammehmodel,
which is validated by comparing the simulated Root Mean Square (RMS) dalestdsto the one
estimated from the measured data.

4.1 Parameter estimation

4.1.1 Overview

A full parametrization of a channel model demands efficient and robarstnpeter estimates ,
which can be obtained from multidimensional channel measurements. The dsally captured
by a sophisticated channel sounder equipped with multiple antenna aralyfjrther evaluated
with high-resolution parameter estimation algorithms. Different from classicalparametric
approach, these algorithms greatly enhance the resolution and acbyrhiting an appropriate
data model to the measurement data. RIMAX is one of these high-resolutiongtarastimation
algorithms and is based on a joint Maximum Likelihood Estimator (MLE) for boticeatrated
discrete scatterer contributions and Diffuse Multipath Component (DMCwiteless MIMO
channel measurements [29].
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Compared with the now well-known Space-Alternating Generalized Expettitaximization
(SAGE) algorithm [30], RIMAX has a more complete data model and a muctr festeergence
rate for the iterative estimation. It applies a data model that accounts foitrdions from both
discrete scatterer contributions as well as DMC in the wireless medium. Okerdptihe DMC
in the data evaluation (as it is the case in SAGE) usually leads to an over-fittihg estimation
problem [31] and an underestimation of the channel capacity [32]. Meitey the convergence
rate of SAGE drops significantly when the sources are coupled, i.e. thiegparameters of the
discrete scatterer contributions are close to each other: this limits the edffeetiv of SAGE in
evaluation on real propagation channel data, since it is quite often tdusgermf discrete scat-
terer contributions (correlated sources) in the wireless channel. Onhbelmand, RIMAX cir-
cumvents this problem by numerically solving a joint optimization of all concemtrdiscrete
scatterer contributions.

We have mainly followed the framework in [29] and extended its application ¢ #f2an-
nel measurements. Particularly the data model applied in our proposedtatgemphasize the
inclusion of the Doppler shifts of specular paths (SPs), since V2V wiglagpagation channels
can be highly dynamic and produce large Doppler spreads. In this cagghdlse rotation due
to the Doppler shift is no longer negligible within one MIMO snapshot for chunnel sounder
described in Chapter 2. Following the accelerated parameter initialization metf83], we have
developed a similar initialization algorithm for V2V application. It is noteworthyt thaugh this
adopted data model was first suggested in [29], to the best of our kiigaylaeither implementa-
tion details nor exemplary applications of this data model are available in thditgrature.

4.1.2 Introduction to the RIMAX algorithm

The propagation channel measurement data consists of contributionsdrzentrated SPs, DMC
and noise. Assuming the number of observable specular patRs tise propagation channel
observation vector, denoted By can be expressed as
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1

)
I

I
M~

S(esp,p) + Nyan. (4.1)
1

S
I

For clarity, we combine the vectgyag describing the measurement noise and the DMC contri-
bution to the observation in one vecwj,,, = ng.. + /aow. Both the measurement noise and
the DMC are assumed to be circular complex Gaussian processes. Thislthie given by

0 = arg max p(x,0). (4.2)
Assuming no prior information abow(d), we have
0 = arg max p(x60). 4.3)

By separating the parameters into those related to concentrated SPs andftbd4C, this rela-
tionship can then be rewritten as

Osp 1 (s 5(0p)) TR (x—5(01p)
Osp | _ b o) 4.4
[edm} arg ,max {deeuR(edan))e ” p @4
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Figure 4.1: RIMAX code flow

The above optimization problem can be solved by choosing parametetsabdenaximizing the
objective function in an alternating manner. The obvious choice for the &nempeter subsets are
the SP and DMC ones, i.6,, anddy,,,, respectively.

The code flow of the RIMAX algorithm is shown in Fig. 4.1: for the first pha&IMAX,
it finds initial estimates for both the DMC and the SPs. Strong SPs are firstlyeshfoom
the observation vector and fed into an iterative estimator for the DMC ané poixesses [34],
and we obtain an initial estimate for the covariance matrix of the stochasticfthe measured
channel. The SPs are then detected and estimated sequentially via a gddvhdsdimensional
search. In the second phase, updates on the estimates for the SP and the DMGspare
carried out alternatively and iteratively. Basically the joint optimization probig split to two
sub-problems, one is a deterministic maximum likelihood (DML) problem for the &l the
other is a stochastic maximum likelihood (SML) for the DMC and the measureroee. T he two
optimization problems are solved numerically with gradient-base algorithms asuoevenberg-
Marquardt algorithm and Gauss-Newton algorithm. The “raw” estimates fhe first phase are
used as the initial values in the iterative optimization algorithm. After conveegehe refined
estimates are passed on to a path reliability test, where the SPs with high estimetionevare
dropped. The number of SPs can therefore be adjusted in this test. lea&Rb pass the test,
RiIMAX stores the final results.

4.1.3 Signal data model

In this section, we introduce the details of our novel signal model fondpepaths in the wireless
channel measurements. We start with a observation vector consistiigafisecutive MIMO
shapshots, which is given by

s(0sp) = B() - yow
:Bt<>BTV<>BRV<>Bf-'YVV (45)

where the dimension of is M = My x Mg x Mr x T'. The newly added basis matid; is then
given by

LA much faster implementation/algorithm is made available for the SP initializat®in [3
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B, = : : e CT™, (4.6)

B b T
where !, ..., ul € [~m, m) are normalized Doppler parameters, eg, = 27Tyf.. More

importantly we can directly link the new basis matrid@g;,, and By to the original matrices
related with array pattern®(z,, andBy/, respectively), such that

Bry = Bry O At
Brv = Brv © Ayg, 4.7)

where® denotes the Hadamard product and the weighting matAgeg are given by

tR1 4 lR1 p
P ol b ol 8
_ . . . MRXP
At,R = : .. : eC
th,MR il tRMp p
e Ty o R To o
it tr1 p
ST e T M
_ . . . MrxP
Air= : . : eC ) (4.8)
AT M 4 j 'T,Mr p
e T1 o B T7 o

For uniform switching antenna arrays, the switching timings between twacatige Rx and Tx
antenna element is expressed by, respectively,

tri = (i—1)Tp, i=1,2,.., Mp
trj =G -1, j=1,2,.., My, (4.9)

whereTy and 7 are the time separations between two adjacent Rx and Tx switching events,
respectively.

4.1.4 DMC model

It is well known that electromagnetic waves are always partially scattgyard &rom the spec-
ular reflection. Hence, the total power of the scattered components magnbeegligible even
though each individual one is weak. More importantly, including DMC in theaiglata model
improves the robustness of the estimator [35]. However, due to the iecreamplexities of the
modified RIMAX algorithm, all the path extraction and estimation results are gesuevathout
an explicit modeling of the DMC contribution. We assume that the residual coempas purely
the white measurement noise and modeled by an i.i.d. complex Gaussian puessclusion
of estimation and modeling of DMC process is considered as a future devetnp
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4.1.5 Estimation examples

We have analyzed several data sets that correspond to variousgsdmat we want to investigate.
The various data sets are

» C2C.ObTruck: a car-to-car communication obstructed by a truck,
e T2C_AlLane: a truck-to-car communication on the acceleration lane of 110 Naivay,
« T2T_Convoy: a truck-to-truck convoy happen on the USC campus,

e T2T_ObTruck: a truck-to-truck convoy obstructed by a large truck in the middld-5
South freeway.

Fig. 4.2 gives the Cumulative Density Function (CDF) of the power ratio oféki&lual compo-
nents after RIMAX removes the contributions of specular MPCs. This meftacts how much
of the received power can be modelled as contributions from specul&@sMRd extracted by Ri-
MAX. Theoretically, the residual components should include DMC and nieasent noise, but
the current RIMAX implementation simplifies the problem and neglects the possédenxce of
DMC. In general, Fig. 4.2 indicates that the performance of RIMAX estimatigod. It is
reasonable that the truck-to-car measurement on the acceleration kueefiifeway has a small
residual power ratio for most of its data points, because the SUV is aliehd wuck and most
of the time the LOS path is not obstructed. Conversely, most of the snagsiletdsed during the
truck-to-truck measurement campaign see their communication links sevheslgvged due to
the obstruction of the metallic trailer (of the Tx and/or Rx vehicles). It is tloeesfiot surprising
that the truck-to-truck obstructed by another truck scenario has thegtigarcentage of snapshots
with a high residual power ratio. Meanwhile, the low SNR measured in somesfafsshots can
contribute to an increase of the residual power ratio.

Future research activities will focus on improving the current RIMAX alon via imple-
menting a signal data model that considers different polarizations for @M It is also note-
worthy to find a good model and estimator for the DMC, so that we will then hasemplete
characterization of the wireless propagation channel.

Empirical CDF

CDF(x)
o
(9]

——C2C_ObTruck

——T2C_ALane
T2T_Convoy

——T2T_ObTruck

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
residual Power Ratio x

Figure 4.2: CDFs of the power ratio of residual components for variresiplary scenarios

Figs. 4.3 and 4.4 show the time-varying spectrum of various parametes@ftiacted MPCs
from the experiment of the car-to-car obstructed by a truck in-betweaech scatter point in Figs.
4.3 and 4.4 represents an extracted specular MPC from RIMAX. For a bittalization of the
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Figure 4.3: Delay and Doppler spectra of the specular MPCs estimatedRisit#gX for mea-
surements of car-to-car propagation channels when obstructed lgka tru
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Figure 4.4: Time-varying angular spectra of the specular MPCs estimatepRi81AX for mea-
surements of car-to-car propagation channels when obstructed kgka tru

results, only MPCs with power greater tha5 dB are shown in the delay and angular spectrum.
Overall, the results agree well with the video recording. The delays aigtPCs match well
with the distance between the Tx and Rx vehicles, and the Doppler spreadsas whenever the
vehicles start moving in the traffic. The black rectangular box in Fig. 4i8¢hgates the LOS
path at the beginning of the measurement, which is illustrated in Fig. 4.5(a)ye@irectangular
box in Fig. 4.3(b) is indicating the existence of strong reflected MPC with @ Rappler, i.e. that
can be associated with a fast moving object. The snapshot index, ptapadelay and angles (
Azimuth-of-Arrival (AOA) and Azimuth-of-Departure (AOD)) of this MPhelp us to associate it
to the incoming yellow bus in Fig. 4.5(b). Since the Tx SUV is in front of the tracldl the Rx
SUV is behind the truck, the black rectangles in Figs. 4.4(a) and 4.4(byatggest that most of
the strong MPCs propagate in the directions in which the Tx and Rx arreg®&ch other.

Figs. 4.6 and 4.7 show the time-varying spectra for a set of the truckrimeasurement data
in the freeway acceleration lane scenario. In this case we only display Rt@&sMhose power is
greater than-80 dB. The evolution of propagation delay for strong MPCs in Fig. 4.6(a) neatch
with the distance variation between the Tx and Rx vehicles. This truck-tseggrario occurs at
the acceleration lane of the 110 North freeway, and accordingly Figb)s6bws a much larger
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on the left

Figure 4.5: Configurations of the suburban environment correspgmalihe car-to-car obstructed
by a truck measurements shown in Fig. 4.4
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Figure 4.6: Delay and Doppler spectra of the specular MPCs estimatedRidit#AgX for mea-
surements of truck-to-car propagation channels in the freeway envinoinshown in Fig. 3.9(c)

Doppler spread when compared with Fig. 4.3(b). Another interestingedigen is that there is
a strong reflection due to the metallic trailer behind the Tx array. As shown in3#b), the
trailer is higher than the Tx antenna array, which helps to explain the strétgshhdicated with
red rectangles in Fig. 4.7(a). In this scenario, the Rx vehicle (SUVdiivthe front and the Tx
vehicle (truck) follows behind, we can therefore observe strong M&t@snd—180°in the AOA
spectrum from Fig. 4.7(b).

Fig. 4.8 shows the time-varying delay and Doppler spectrum of the extriti€ts from the
truck-to-truck convoy scenario. We can observe that the receiwegpdecreases significantly
compared with other convoy measurements largely due to the obstructionrokth#ic trailers.
The snapshots for which we observe MPCs with high power and smalhgabipn delay corre-
spond to the scenario when the Rx truck is passed by the Tx truck fromftheated side, and
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Figure 4.7: Time-varying angular spectra of the specular MPCs estimatepRi81AX for mea-
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Figure 4.8: Delay and Doppler spectra of the specular MPCs estimatedRisit#gX for mea-
surements of truck-to-truck propagation channels in a convoy scenario

there is then an unobstructed LOS between the Tx and Rx antenna arrays.

4.2 Tracking of discrete scatterer contributions

The tracking of the SPs is based on the algorithm in [28]. This approaddistsin first estimating
the delay and amplitude of the most significant individual SPs at each time tirsstparately.
Then, the so-identified components are tracked over large time scales.

Note that this algorithm requires high frequency and time resolutions in tov@ahieve good
tracking performance. This is however clearly not the case with our mezasmt set-up, owing to
its limited frequency bandwidth (constrained by the requirements of the IBEHE 8p standard).
We have therefore expanded this approach to higher dimensions by takingccount AOA,
AOD as well as the Doppler shift.
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4.2.1 Description of the algorithm

For every time instantn, the propagation delay, AOA, AOD, Doppler shift and amplitude esti-
mates are written as a row in the matrides RM*L ¢ € CM*L §p e CMXL | ¢ RMXL
andA € RM*L respectively. To track the time-varying parameters of a discrete scatterei-
bution through the matrices, we use an algorithm with the following steps:

Step 1: Find the rowm,,, and column,,, of the strongest remaining componentdnsuch that

{mm,ln} = arg max ’A(m, l)’ . (4.10)
The corresponding propagatlon delay, AOA, AOD and Doppler shifine¢es of this discrete
scatterer contribution ale(mm,lm) @R(mm,lm) @T(mm, )andF(mm,lm) respectively.

Step 2: Look in the adjacent rows,,—; andm,,+1 (i.e. the previous and next time indices,
respectively) ofl’, &, & and F' and find the column indices of the “closest” components in
these rows that satisfy the maximum boundary for each of the four panamete

lmt1 = arg mlin Z ‘X(mm:tl,:) —X(mm,lm)‘ - Bx, (4.112)
XG{T,CI)R,QT,F}

whereX (m,, + 1,:) defines them,, + 1)*" row of X, whereasBx € {Bw, Bs, = Bo,, By}
denote the resolution in delay, AOA, AOD and Doppler shift, respectiidyermine

= Y[R 1) — X, 1) By (4.12)
XG{T,CI)Rv(DTvF}

and check if all the four inequalitielsX (1., + 1,Ln+1) — X (M, In)| - Bx < 1/2 hold. If
this is the case and if the power of the components are stronger than a terégimold, store
{mm £ 1,1,,+1} and proceed t&tep 3 Otherwise, repedbtep 2with the second least value of
em=+1 and the corresponding value ipfL;.

Iterate until all components satisfying the four inequalities is found or untieec,, 1 < 2 nor
€mt1 < 2. Ifbothey, 1 > 2 andemH > 2, discard the component |{'mm, I} by setting
T (M b)) = Ay b)) = 0, F(mum, by) = 10000 and ® z(map,, L) = O7(mum, bn) = 2
and return tcStep 1

Step 3: Estimate the direction of change of the samples found so far by fitting the émargtic
regression curves, as shown in Fig. 4.9(a), such that
#(m) = ap + bgm + com®,  x € {T,¢r, o1, f} (4.13)

to X(mm —1...mpm+1,lnh_1...lnt1), respectively, given that both samples were stored in the
previous step. Proceed &iep 4

Step 4: Find the row and columfgm,,, £+ 2,l,,+2} of the next strongest remaining component,
where

lmig—argmmZ’X My £2,:) — T (my, £2)| - Bx, (4.14)
X,x

and determine
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Figure 4.9: Schematic diagrams of the tracking of the discrete scattereibatintrs

iz = > jX(mm + 2, lss) — X (Mo, )| - B (4.15)
Xe{T,or,o1,F}

Check whether all the four inequalitiéX (m,, + 2, l+2) — &(my, + 2)| - Bx < 1/2 hold. If
this is the case, storgm,,, — 2,1,,—2} and/or{m,, + 2,l,,4+2} and return toStep 3until both
€m—2 > 2 ande,, 1o > 2. Otherwise, repedtep 4with the second least value fey,+» and the
corresponding value df,+o until bothe,, o > 2 ande,,1 2 > 2. Proceed t&tep 5

Since the curvature of the tracked discrete scatterer contribution mageloaer time, at most
the Ny last (or IV, first, depending on the direction of search) stored components are usetbin
to determinet, as shown in Fig. 4.9(b).

Step 5: To cope with small temporal “gaps”, i.e. situations where the components athsape

missing in one or a few consecutive time bins. Search along the stored centdioth ends for
an additionalNgap time bins; return téStep 3if a sample is found. Proceed iep 6when there

are “gaps” larger thaVyap at both ends.

Step 6: Store the amplitudes iA that correspond to the tracked components i , &, and ¥
then remove the tracked components frdnil’, &z, - and ¥’ by setting the appropriate entries
to 0, 27 or 10000, respectively.

Measure the life time (in terms of snapshots) of the tracked path. Save ok Bger than
N1, snapshots: paths shorter are indeed deemed not part of a discrestéaefand are therefore
discarded. If a stopping criterion (either in terms of residual powet ar in a maximum number
of tracked discrete scatterer contributions) is met, proce&dep 7. Otherwise, return t&tep 1

Step 7: To cope with larger temporal “gaps” (due to a longer time periods of pathililifig), sort

all components with their “birth” snapshot index in ascending order artielquadratic estimate
over the four parameters (i.e. propagation delay, AOA, AOD and Dopelspectively).

Let the row and column indices where a discrete scatterer contribptmpears and disappears
be denoted a$m,, [, ,} and{my., 1, .}, respectively. Assuming that the end of the discrete
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scatterer contribution connects to the beginning pf determine for each discrete scatterer con-
tribution ¢

X(mp,ea lpe) — €qp (mzhe) + ‘X (Mgpslgb) — Epe (mq,b) ) (4.16)

¥ = min E
X6

=Jx(qp) =Jx(p,q)

whereX € {T, dp, dr, F} andé is the corresponding quadratic estimate, respectively. Note that

whend 7 is either< 1/2Bg or > 27—1/2Bg, both|®(m, 1)+®(m)—27| and|® (m, 1) —®(m)|
should be checked in all above calculations.fgr

Step 8: If all Jx(q,p), Jx(p,q) for all four pairs of{f(,é} are< 1/B, (with B, is the band-
width/resolution of the parameter), combine pathand ¢ into one and return t&tep 7. |If

not, return toStep 7 and choose the second least value $gruntil all Jx(q,p) > 1/B, and
Jx(p,q) > 1/B, and stop iteration. Repe&tep 7andStep 8for all p until no further paip, ¢}

can be combined. Terminate.

The choices forVy, Ngap and Ny, have to be done on a rather arbitrary basis. In this work, we
selectedV; = 50 wavelengths Ngap = 10 wavelengths andvy, = 30 wavelengths, respectively.
The tracking process remains therefore the same to the one developdd], iwifh only some
changes to the algorithm which can be summarized as follows:

» The main change lies on the error checking function. Instead of findintckbgest” mul-
tipath component (i.e. minimizing a certain error function) and checking thehble of
this error as in [28], we look for the “closest” multipath component in the sff@ened by
propagation delay, AOA, AOD and Doppler shift (se&ep 2to Step 4 and we check the
threshold for each of these dimensions. Since it is a high dimensional, dhace exist
situations where the “closest” multipath component does not satisfy some thirédséolds
but the second or third “closest” multipath component meets all of them. Hereckllow-
ing “closest” multipath component must be checked if the previous onesnbeseet all
the error thresholds, until none of the error thresholds is met, meaniragitheo multipath
component within the adjacent row that meets the requirement. The whole itteénd
the “closest” multipath component which satisfies each of the error threshbldte that
the error needs to be normalized by the resolution in each of the dimensiahéiEourier
resolution),

* A continuous discrete scatterer contribution may be broken into sevagahénts during
the tracking procedure. Our solution consists in treating during the fipst sfeéhe tracking
algorithm (seeStep 1to Step 6 all the fragmented discrete scatterer contributions as dif-
ferent discrete scatterer contributions. Then, in the final combiningepbfahie algorithm
(seeStep 7andStep 8, different fragments of a same discrete scatterer contributions can
be merged together in order to expand its lifetime,

« All extrapolations in both the tracking process and the final combiningephies changed

from linear to quadratic in order to achieve better result in the combining ofetesscatterer
contributions.
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4.2.2 Performance results

Fig. 4.10 shows the outcome of the proposed tracking algorithm for theflRe eaneasurement
in Fig. 4.6. As it can be observed, the time-varying behavior of the most signifivisually
distinguishable) discrete scatterer contributions are correctly captitrent & the propagation
delay or in the AOD domain, respectively. Similar conclusions can equitialea drawn in the
AOA and in the Doppler domains, although not depicted here.

Moreover, Fig. 4.11 shows the extracted power for one of the disarateeser contributions
in Fig. 4.10. As it can be observed, the signal is clearly varying over tirite variations possibly
as large a30 dB, what is likely due to the coherent combination of several unresolysibhe (i.e.
arriving at the Rx side within the same delay bin) owing to the limited bandwidth ahtesure-
ment system. As a consequence, the complex amplitude of each discreteescattéribution
must be modeled as fading, as suggested in [28].
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4.3 Geometry-based stochastic channel model

4.3.1 General outline of the model

The double-directional, time-varying, complex IR of the propagation chlazan be modeled as
the superposition aV paths (contributions from scatterers) at the Rx side [36], i.e.

N
h(t, 7, ¢k, 1) = Y _ aie'6(r — 7,)0(dr — dri)S (b1 — ¢14)9(dRi)9(br),  (4.17)
=1

wherev;, 7;, ¢ ; ander,; are the Doppler shift, propagation delay, AOA and AOD ofittepath,
respectively. g(¢r,) and g(¢7;) denote the contributions of the Tx and Rx antenna radiation
patterns in the directionsr ; and¢r;, respectively. Note that this model assumes that the radio
wave propagation occurs only in the horizontal plane, i.e. elevation wibeabonsidered, owing

to the very poor resolution in elevation of the antenna arrays used at ffxthnd Rx sides
during the measurement campaigns (as previously mentioned in Chaptema)ly, e, is the
corresponding complex path weight: following our observations in Sectidr 4the LOS and
discrete scatterer contributions are assumed to be fadingy ie®. = aros(t), a, = a, (t) and

aq = a4 (t). Note also that the complex path weights do not include the effects of thedlRxan
antenna radiation patterns, whose effects have been removed durRitAX estimation of the
parameters (see Section 4.1.2).

Moreover, following the observations in [28, 37], the IR in Eq. (4.17) bae divided into
four distinct parts, namelyi): the LOS component(ji): discrete components stemming from
static discrete scatterers (S)i): discrete components stemming from mobile discrete scatterers
(MD), and(iv): diffuse components (DI). It can then be rewritten as

P Q R
h(t,7) = hios(t,7) + > hmp(t,7p) + Y hsp(t, 7) + > hoi(t, 72), (4.18)
p=1 g=1 r=1
where P is the number of mobile discrete scatterépsis the number of mobile static scatterers
andR is the number of diffuse scatterers, respectively. Using this appreach,discrete scatterer
contribution can therefore be modeled separately.

4.3.2 Modeling the scatterer distributions

The main idea underlying the GSCM approach is that discrete point scatfeeereither static
or mobile) are placed in physically realistic positions in the environment sading the Tx and
Rx vehicles, according to some statistical distributions. The two-dimensi@uahetry of the
scattering in a vehicular environment can therefore be defined as in.ER). where the different
types of scatterers are represented.

Assuming that the radio wave propagation mechanisms are limited only to singieeoe+
flections on the discrete scatterers, the time-varying propagation-ggtayand Dopplew,(t) for
thept" discrete scatterer contribution are obtained by simple geometry relationships a

Tp = 7_TX—>p(t) + Tp—)RX(t)a
1 (4.19)
vp = + [(v1x — vp) €08 drxp + (VRx — Up) COS PRxp] »

A

wherevty, vtx andv, denote the speeds of the Tx vehicle, Rx vehicle Afddiscrete scatterer
(either static or mobile), respectively. All vehicles are assumed to be trgwaliconstant speeds
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Figure 4.12: Simplified two-dimensional geometry of the scattering for the magelithe radio
wave propagation in a vehicular environment. The green crosses feglspguares) correspond to
discrete static (resp. mobile) scatterers. The arrows indicate the direttimtion of the vehicles
(adapted from [28]).

along a straight line in the same (or opposite) direction. The A@As, and AODs¢ry ), are
therefore defined relative to the direction of travel. Note also that realistiefador the large-
and small-scale behavior of the traffic flow are not taken into account iprhygosed generic
GSCM approach (e.g. collisions between scatterers are possible, eta@vétpit can easily
accommodate more sophisticated (and realistic) traffic flow models.

The number of discrete point scatterers of each type in the environmeatisding the Tx
and Rx vehicles is given by densitigmp, xsp andxpi, respectively. Based on the geometry of
the environment in Fig. 4.12,

» Mobile discrete scatterers have their inittatoordinates drawn from a (continuous) uniform
distribution over the length of the road strip, such thgh ~ U[zmin, zmad. Theiry-
coordinates are modeled by a discrete uniform distribution (with a numbeutobimes
equal to the total number of lan@§anes €ach of widthi3ne) and are assumed to remain
constant over time. Moreover, they are assigned a constant spegdfaeraxis, which is
taken from a truncated Gaussian distribution (in order to avoid too highitielmegative
velocities in the wrong lane, etc.),

 Static discrete scatterers are equally located on either side of the road®tgp x- and
y-coordinates are modeled by continuous uniform and multivariate nornteébdigons re-
spectively, such that, ~ U[zmin, zmad andy, ~ (1/2) 32, N(y1.sp, 0y.sp). Note that
the discrete scatterers in the middle of the road typically correspond toeaderbad signs,

« Diffuse scatterers are equally distributed on either side of the roadstripar to the static
discrete scatterers, i.e:, ~ U[zmin, Tmax]. HOwever, theiry-coordinates are modeled by
uniform distributions over the intervalg. ~ U(y1.p01 — Wbi/2,y1,00 + Wpi/2) or y, ~
U(y2,p1 — Wbi/2,y2,01 + Wpi/2), wherelVp, is the width of the diffuse scatterer field.

The parameters for the modeling of the radio wave propagation aspectshirdaronment are
summarized in Table 4.1.
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Parameters Unit LOS MD SD ]|

X [m—1] - 0.001 0.05 1
Y1 [m] - - -4.5 -6.5
Campus: Yo [m] - - 4.5 6.5
Whpi [m] - - - 3
Wroad [m] S)
Nlanes 2
X [m—1] - 0.001 0.05 1
Y1 [m] - - -6.5 -6.5
Urban: Yo [m] - - 6.5 6.5
Whpr [m] - - - 3
Wroad [m] 10
]Vlanes 4
X [m—1] - 0.005 0.005 1
Y1 [m] - - -195 -195
Highway: Y2 [m] - - 195 195
Whpr [m] - - - 5
Wroad [m] 30
-Nlanes 10

Table 4.1: Parameters of the scatterer distributions for different emagots

4.3.3 Modeling the discrete scatterer amplitudes

As previously mentioned, the complex path amplitugef the p'" discrete scatterer is modeled
as a fading process, which can further be divided fito a deterministic (distance-dependent
decaying) process, aifid): a stochastic one, such that

i 1/2 dref /2
ap (dp) = gs,pempGo,p <d> ) (4.20)
P
whered,, = dr_, + d,—, g IS the propagation distanc€ , the received power at distandgy,
n, the pathloss exponent and , is the real-valued stochastic amplitude of the discrete scatterer
contribution, respectively. In other words, distinct fading statistics aeetbre assigned to each
discrete scatterer contribution as well as to the LOS component.

The amplitude gain, is estimated using a0-wavelength sliding average window, which
removes the small-scale (fast time-varying) fluctuations of the amplitude g#ie discrete scat-
terer contribution. Following [28], the deterministic pathloss can then be estrfrata the low-
pass filtered signal using a classical power-law decay with propagasitamde, such that

G (dy) = Go,p — 100, logy, (dref> . (4.21)

dp
Note that possible parameter estimates are bounded sudh that, < co and Phoise < Go,p <
Go,Los, Where Phoise-floor and G Los denote the noise power and the LOS power (other values
being indeed physically unrealistic), respectively. On the other hantiree-scale fadingrs , =
20logyq gs,» is modeled as a correlated Gaussian random variable with zero mean @antear
a?g. Its distance autocorrelation function is modeled by the Gaussian func8pn [2

_In2 2
ra(Ad) = o%e” @ &0, (4.22)
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whered, is its 0.5-coherence distance. Separate values0fGy,, o% , andd,, are therefore
assigned to each discrete scatterer contribution.

4.3.4 Modeling the LOS component

The LOS component is characterized using the same model as for thetaliscatterer contri-
butions, i.e. the sub-indexis simply replaced by LOS in Eqg. (4.20). Its pathloss exponent is
arbitrarily set ton os = 2, i.e. a pure LOS component is assumed to be experienced between the
Tx and Rx vehicles.

4.3.5 Modeling the diffuse scatterers

Following [28], the amplitude of the diffuse scattering is modeled as

npi/2
dref > , (4.23)

_ /2
= GO’DICT (dT%r X dr%R
wherenp; andGy p are the pathloss exponent and reference power, respectivelge Takies
are assumed to be the same for all the diffuse scatterers. Morepwimotes the amplitude of
the diffuse scatterers and is characterized by a zero-mean compl@araadable.

These parameters can not be directly estimated from the output of the gaagiorithm,
which only provides information about the discrete scatterers. Howtinrcan be inferred from
the DMC process estimated using the RiIMAX algorithm, as described in Sectign Kldte that
this diffuse scattering can equivalently be obtained by subtracting the lo@®anent and the
discrete scatterer contributions from the measured data.

4.4 Parametrization of the channel model

Moreover, note that all discrete scatterer contributions extracted usrtgaitking algorithm are
relevant for the parametrization of the GSCM. Hence, we have restricexhtdysis in this work
to discrete scatterer contributions with

« Life time larger thar80 wavelengths, such that the statistics of the (time-varying) large-scale
fading process can be reliably estimated,

* Relative distance rang@max — dmin)/(dmax + dmin) > 0.1, so that they are suitable for the
extraction of the distance-dependent pathloss statistics,

Figs. 4.13 and 4.14 show the CDFs of the pathloss exponent and laigdating parameters for
the discrete scatterer contributions of the truck-to-car scenario in thevjgenvironment. Based
on these empirical distributions, we find that these parameters can be maddladas in [28],
i.e.

» The pathloss exponent is fixed for the LOS component and the diftiedtesers. For the
discrete scatterer contributions, ~ ¢/(0, nmax),

» The reference power is fixed for the LOS component and the diffoaiesers. For the
discrete scatterer contributionSy is highly correlated with the pathloss exponent and is
therefore modeled as a functionqof
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Figure 4.13: CDF of the pathloss exponent for the discrete scattergiteions of the truck-to-
car scenario in the highway environment
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Figure 4.14: CDFs of the large-scale fading parameters for the discagterer contributions of
the truck-to-car scenario in the highway environment

* The coherence distandg of the stochastic large-scale fading is modeled using an exponen-
tial distribution, i.e.d. ~ d™" + d@"d whered™"is a random variable with Probability
Density Function (PDF).et<d,

e The varianceffg of the stochastic large-scale fading is give by an exponential distribution,
with PDF p1,et75

All the parameters are given in Tables 4.2, for different scenariogavidonments.

4.5 Validation of the channel model

The validity of the proposed GSCM approach is carried out by comparitigasestimated from
measured and simulated (through Monte-Carlo iterations) channel realzakor that purpose,
the RMS delay spread was considered as a measure of the propagatimeictispersion over
delay. Note that this metric was not used during the model parametrization.

Figs. 4.15(a) and 4.15(b) show the distributions of the measured and sithR&8 delay
spreads for the car-to-car and truck-to-truck scenarios, regphrctihey are found to be in good
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Parameters Unit LOS MD SD DI

Gy [dB] -14.8 20.6n-60.8 23.0
n 2.2 U[0,6.1] 3.0
Car-to-car: Lo 8.6 1.86 -
Lhe [m] 3.76 4.23 -
dmn [m] 075 1.0 -
Gy [dB] -2.76 18.8n-8.0 104
n 2.35 U[.2,36.1] 5.4
Truck-to-car: Lo 9.04 6.89 -
Lhe [m] 45 9.22 -
dmn [m] 3 1.5 -
Go [dB] -53.93 22.01n-68.4 104
n 0.88 U[0,11.2] 5.4
Truck-to-truck (Highway): o 9.34 1.99 -
Lhe [m] 16.07 9.4 -
dmn [m] 2 0.0 -
Go [dB] -12.35 18.5n-20.34 23
n 251 U[0,4.8] 3.0
Truck-to-truck (Campus): o 10.15 1.62 -
Lhe [m]  3.39 3.86 -
dmn [m] 2 0.0 -

Table 4.2: Model parameters for different scenarios and environments

agreement with the measured ones, despite the simplifying approximationavhditden assumed
for establishing this channel model, namely

» The scattering environment consists of a 2D linear stretch of road albigiall vehicles
are traveling, such thdk): the relative orientation of the Tx and Rx antenna patterns (due to
the movement of the Tx and Rx vehicles) remains constant over timéjignithe elevation
angle is neglected, even in the case of truck-to-car communications whemibtennas
have different heights,

« Discrete scatterer contributions are only due to single-bounced refle¢tio higher order
reflections or diffraction mechanisms is considered here),

 No traffic flow model is taken into account, either on the large- or the smalésand all
vehicles are traveling at constant speeds.
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to-truck scenarios
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Chapter 5

Creation of IEEE 802.11p simulator

As previously mentioned, all system investigations performed in the frankewfathis project
are based on symbol-by-symbol simulation of the transmission of data patdetsy into ac-
count both the PHY and the MAC structure of IEEE 802.11p compliant trasgms, in order to
investigate the behavior of the IEEE 802.11p standard in various progagaenarios.

In this Chapter, we provide a detailed overview of all the standard defiygtém elements,
including theoretical background as well as implementational aspectsef@®HIl layer (Section
5.1) and the MAC layer (Section 5.2), respectively.

5.1 IEEE 802.11p physical layer

In this Section, we describe the implementation of the PHY layer according tpéoéisation in
the IEEE 802.11p standard for transceivers and outline the methodolaigywals used during the
development process. For that purpose, Section 5.1.1 first explainsaihalifferences between
the IEEE 802.11p and 802.11a standards. Then, Section 5.1.2 deshebEs side where the
binary data stream (intended for transmission) is modulated and confortoedfbdM symbols.
Finally, Section 5.1.3 focuses on the Rx side, where the received sigmapted by the channel
(e.g. multipath propagation, Doppler shift, etc.) is demodulated and decodedento obtain
received binary sequence.

5.1.1 Differences between IEEE 802.11p and IEEE 802.11a

The PHY layer of the IEEE 802.11p standard consists of the Physicalktddependent (PMD)
sublayer and the Physical Layer Convergence Protocol (PLCRysarb

« the PMD sublayer defines the characteristics and methods for the tralmsnuéshe sig-
nal (e.g. timing, modulation, channel coding, etc.), depending on the spefpagation
medium of the PHY layer,

» the PLCP sublayer, which ensures that the MAC layer operates with mininrependence
on the PMD sublayer and simplify the interface between the services pdbidie PHY
and MAC layers, respectively. This is done by mapping the data intendeédfsmission
into a common framing format, independent of a particular PMD sublayer. cbheer-
gence procedure performed by the PLCP sublayer consists in cogvigrtiiPLCP Service
Data Unit (PSDU), i.e. the frames of data packets intended for transmisstorPLCP
Protocol Data Unit (PPDU). The PPDU is appended to a preamble (cothpbsen short
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Parameters IEEE 802.11a IEEE 802.11p

Center frequency 5 GHz 5.9 GHz
Bandwidth 20 MHz 10 MHz
FFT period 3.2us 6.4 us

Preamble duration 16s 32us
Bit rate (Mb/s) 6,9,12, 18,24, 36,48,5: 3,4,5,6,9,12, 18, 24, 27
Modulation mode BPSK, QPSK, 16QAM, 64QAM
Code rate 1/2, 2/3, 3/4
Number of subcarriers 52

Symbol duration 4us 8 us
Guard time 0.8s 1.6us
FFT period 3.2us 6.4 us

Preamble duration 16s 32us
Subcarrier spacing 0.3125 MHz 0.15625 MHz

Table 5.1: Comparison of PHYs implementations in IEEE 802.11a and IEEERD2.1

training sequences and two long ones, respectively) and a headeirfeitmation on the
transmission settings).

The IEEE 802.11p standard is very similar to the IEEE 802.11a (WiFi), i.e.utmar of changes
at the PHY layer level is relatively small. It is indeed based on the OFDM tquabnwhich is
widely known to cope well with the frequency-selective fading of the oegrwith 64 subcarriers
in total. However, only thé2 inner ones are used for transmissidf:out of them contain actual
data and thd remaining ones are pilot subcarriers (with a fixed pattern that is used Bkthiele
to determine and compensate frequency and phase offsets). Thehllzeisus can be modulated
with BPSK, QPSK,16QAM or 64QAM and coded at different rate$ (2, 2/3 or 3/4). For a20
MHz bandwidth, this corresponds to data rates betvéeamd54 Mb/s.

However, while the IEEE 802.11a standard has been designed andftestkdost-stationary
applications in indoor environments (implying short range, low mobility, etc.jchvlare very
different from the ones where the IEEE 802.11p will be used. Vehiarngaironments are indeed
characterized by medium range communications (up kon), high mobility, rapidly changing
channel conditions, etc. To compensate for these differences, two imanyes have been de-
cided, so that the IEEE 802.11p standard

» Operates at a slightly higher carrier frequency than the 802.11ay3alated applications
of Intelligent Transportation Systems (ITS) have indeed been allocat®dMHz band-
width spanning fron$.850 GHz t05.925 GHz (whereas the IEEE 802.11a operates in the
5.170 — 5.230 GHz and5.735 — 5.835 GHz bands), which is free of interference from com-
peting wireless devices, hence enabling fast and reliable real-time comitiumidaetween
vehicles on the road,

» Uses al0 MHz bandwidth, in order to make signal more robust against fading (réttae
a20 MHz one in the IEEE 802.11a). As a consequence, all timing parametedealéed

compared to th€0 MHz case, i.e. the robustness against delay spread is increased (due

to a doubled cyclic prefix length), but the one against Doppler spreadiisced (due to a
halved subcarrier frequency spacing). On the other hand, note ihatgb implies that the
corresponding data rates are reduced.

A side-by-side comparison of the PHY layer parameters of the IEEE 80&thhdard and the
ones of the IEEE 802.11a standard is provided in Table 5.1.
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Preamble

Transmitted data
SIGNAL field Frame assembler ~ f——>

ncoder ¢ IFFT and spec-
Source Encoder and OFDM assembler im( spec
modulator tral shaping

Figure 5.1: Block diagram of the Transmitter

5.1.2 Atthe Transmitter side

In this Section, we present all the steps that are applied on the binarytdeensntended for
transmission over the radio propagation channel. Each of them congspma certain block of
the diagram in Fig. 5.1.

5.1.2.1 Data source

The number of generated random bits is given as

N = Nsp- Nsym- R - Nepsc (5.1)

whereNsp is the number of data subcarrieé¥{p = 48 for the IEEE 802.11p)Nsym the number
of OFDM data symbols per fram&, the coding rate andgpscthe number of bits (corresponding
to one constellation point), respectively.

5.1.2.2 Encoder, interleaver and mapper

Scrambler: The transmitted bits are scrambled in order to randomize the data pattern, hence
avoiding long sequences of bits of the same value. The dependencephbsspower spectrum

upon the actual transmitted data is therefore eliminated. The frame synokrscrambler uses a
generator polynomia$(x) which is defined as

S(x)=2"+2%+1. (5.2)

The scrambler is implemented as a shift register consistingdefays an® modulo2 adders, as
shown in Fig. 5.2. It repeatedly generates2d-bit sequence witi011101 as initial state. The
output of the scrambler is a modulosum of the scrambling sequence and the data.

Data in

M\
| N\
C?—‘—»

Data out

Figure 5.2: Data scrambler

Encoder: The scrambled data are then passed to a convolutional encoder in oideptiuce
some redundancy into the data stream. This redundancy is used at theeRs gidor correcting
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coding for mitigating the fading and/or noise effects affecting the signahduhe transmission
over the radio propagation channel.

Convolution codes are defined by three main parameters, ngijetlge number of input bits
k, (ii): the number of output bits and (iii): the number of memory registen. The number
of information bits that potentially influence a given code bit is defined bgadled constraint
length of a convolutional encoder, given Bs= m + 1. The encoder uses the industry-standard
coding rateR = 1/2, i.e. at each time index the encoder takes- 1 information bit as input
and produces = 2 code bits at its output. This corresponds to the two generator polynomials
go =133 =[0101101 1]2 andg; = 1713 =[0111100 1]2 (where the binary 1s indicate
the connections), as shown in Fig. 5.3.

Moreover, higher codes rateR (= 2/3 and R = 3/4) can be obtained by puncturing, which
consists in periodically deleting certain bits in the reference code sequEhe®utput elements
are selected according to a puncture vectoriffieeference code rate element of the input vector
will be represented in the output vector (resp. removed) ififfieelement of puncture vector is
one (resp. zero). Two puncture vectpgs= [1 11 0] andp; = [1 101 1 0] are used in order to
achieve rates = 2/3 andR = 3/4, respectively.

~forololoolo]

—®—> Data out 2

Figure 5.3: Data encoder

Interleaver: When too many errors appear in a block of data (e.g. due to fading, retisg,
the decoding cannot be done correctly. To reduce the effects df émoss, the coded data are
rearranged such that consecutive data are split among differeksbldence, the source of burst
errors appears to be statistically independent at the output of the inexrledlowing therefore
better error correction at the Rx side.

The interleaving in the PHY layer of the IEEE 802.11p standard is defined ta®-step
permutation: the first permutation ensures that adjacent coded bits aresnap non-adjacent
subcatrriers, while the second ensures that adjacent coded bits gredradiernately onto less and
more significant bits of the constellation. The interleaver operates on bidcksgps encoded
data bits, which is the number of bits in a single OFDM symbol as given in Table 5.2

Let k£ denotes the index of the bit before the first permutaticthe index after the first per-
mutation and before the second permutation, Atttk index of second permutation, just prior to
modulation. The first permutation is defined as

N, k
_ ‘fzps (k mod16) + {16J k=0,1,..., Negps— 1, (5.3)

where|-] is the ceiling function. Note that this operation corresponds to writing the inipsit

into a matrix with16 columns and a variable number of rows (which depends on the modulation
scheme). The output bits are obtained by reading the matrix column by coluima.sécond
permutation is defined as

. 1 . 162 .
j=s LJ + <2 + Nceps— NCBPS) mod(s), i=0,1,..., Nceps— 1, (5.4)
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Coded bits Coded hits per Data bits per

Modulation ;?:'(%] per subcarrier OFDM symbol OFDM symbol D(‘;’\‘;z:;te
(NBPSC) (NCBPS) (NDBPS)
BPSK 1/2 1 48 24 3
BPSK 3/4 1 48 36 4.5
QPSK 1/2 2 96 48 6
QPSK 3/4 2 96 72 9
16BPSK 1/2 4 192 96 12
16QAM 3/4 4 192 144 18
64QAM 2/3 6 288 192 24
64QAM 3/4 6 288 216 27

Table 5.2: Modulation-dependent parameters

wheres = max (Ngpsc/2, 1) is a parameter which is determined by the numNggsc of coded
bits per subcarrier. Note that this operation corresponds to changipgsiteon of the input bits
according to the elements vector.

Subcarrier modulation mapping: The encoded and interleaved binary serial input data are di-
vided into groups ofVg psc bits and converted into complex numbers representing BPSK, QPSK,
16-QAM or 64-QAM constellation points, according to the Gray-codedstaiation mappings
shown in Fig. 5.4. The output values are multiplied by a normalization coeffiéig@p in order

to achieve equal average symbol power for all mappings, i.e.

S = (S1+3jSq) - Kmop, (5.5)

whereKyop depends on the modulation mod&iop = 1, 1/v/2, 1/1/10 and1/+/42 for BPSK,
QPSK, 16-QAM or 64-QAM, respectively.

5.1.2.3 OFDM symbol assembler

As already mentioned abové4 OFDM subcarriers are used for the signal transmission. The
OFDM symbols are created by dividing the serial stream of complex datee aiutput of the
modulator into groups ofVsp = 48 complex numbers (corresponding to the number of data
subcarriers) and are logically numbered froro 47. These logical subcarrier numbers are then
mapped into frequency offset index6 to 26, where

« four pilot subcarriers are inserted into position81, —7, 7 and21. They contain signal
values which are known at the Rx side and usediforcoherent detection robust against
the frequency offset and phase noise, @i)d preserving the orthogonality of the subcarriers
(by ensuring accurate frequency and time synchronization),

« the zero DC subcarrier is not used since it can cause carrier feadthin the RF system
as well as problems in the ADC and DAC,

* the subcarriers-32 to —27 and28 to 32 are all set to zero, hence forming a guard band that
considerably contributes in reducing the out of band power.

The subcarrier allocation within each OFDM symbol is summarized in Fig. 5.5.
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Figure 5.4: BPSK, QPSK, 16-QAM and 64-QAM constellation bit encoding
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Figure 5.5: Subcarrier allocation of the OFDM symbol

5.1.2.4 IFFT and spectral shaping

An OFDM system considers the symbols containing transmit data as if they e firequency-
domain. As a consequence, an Inverse Fast Fourier Transfoffl)(lBperation is necessary in
order to convert the complex data stream back into the time-domain befosenissmion over
the radio propagation channel. Prior to performing the IFFT operatiorsubearriers are to be
rearranged as follows: the coefficieritdo 31 are mapped to the same numbered IFFT inputs,
whereas the coefficients32 to —1 are copied into IFFT input82 to 63. This IFFT operation
takes inK modulated symbols, as given by Eq. (5.5), at atime and its output are tlesgonding
time-domain samples given by

1 K-l i kn
nl = J 4T/ .
bl = 7 2 SHTE, (5.6)

where K = 64 denotes the total number of subcarriers of the system, whérggss the am-
plitude and phase of the modulated symbol of k4 subcarrier. After the transformation in
time-domain is completed each OFDM symbol is preceded by a periodic extaristealf, thus
forming the cyclic prefix, whose duration is given by

T
Tep= %, (5.7)

whereTret corresponds to the Fast Fourier Transform (FFT) period, whichfigaetkin Table
5.1. In other words, the cyclic prefix is a copy of thé last time samples being inserted at the
beginning of the OFDM symboals, in order to mitigate the effect of inter-symhetfi@rence due to
the multipath propagation, by converting the linear convolution with the champeilse response
to a circular convolution, which can subsequently be equalized by theeeaea simple fashion.
The total length of an OFDM symbol is therefdFeym = Trrt + Tcp = 8us.

Smoothing the transitions between consecutive OFDM symbols is also reguiceder to
reduce the spectral sidelobes of the transmitted waveform. The bousdbeiach OFDM symbol
are set by multiplication by a time-windowing function, which is defined as amgatar pulse
with durationTwe = Twr + TTr, WhereTtr = 100ns is a transition time. It slightly exceeds the
length of an OFDM symbol, hence creating a small overlap between cdivee@©iFDM symbols,
as shown in Fig. 5.6. The windowing function is defined in discrete-time

1/2, k=1{0,80},
Wikl=4¢ 1, 1<k<79, (5.8)
0, otherwise

wherek is the serial number of the sample in time-domain. Finally, an OFDM symbol consists
81 samples: thd7 first ones corresponds to the cyclic prefix, whereas the rest is a timeaido
version of the64 subcarriers. Moreover, the first and the last sample of each OFDMdyamd
halved and summed up with the last sample of the preciding and first sample sxfdbeeding
OFDM symbols respectively, in order to creaté@ns overlap between consecutive symbols.

47



Tsym = Ta1 + Trrr
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Figure 5.6: OFDM frame with cyclic extension and windowing

5.1.2.5 Constructing PPDU frame

During the transmission, the PSDU shall be appended by a PLCP preardtdenaader in order
to form the PPDU frame. As shown in Fig. 5.7, the format for the PPDU inslide OFDM
PLCP preamble, the OFDM PLCP header, the PSDU, tail bits and pad bjecta®ly.

OFDM PLCP Preamble: It is used at the Rx side for synchronization and channel estimation.
The OFDM training structure is shown in Fig. 5.8 and consists of

« ten short OFDM training symbols, which are used at the Rx side for sgnization, coarse
frequency offset estimation and channel estimation. Each of them coofsigtsubcarriers,
which are modulated by the elements of the sequence

S—26,26: V (13/6){07071+j7070705_1_.]70707071+]70705
07_]-_j707070)_1_j70707071+j7070)07
07070707_1_j7070707_1_j70707071+j7
0,0,0,14+5,0,0,0,1+5,0,0,0,1+5,0,0}, (5.9)

where the coefficien{/(13/6) normalizes the average power of the resulting OFDM sym-

bol, which utilizesl 2 out of 52 subcarriers. The single period of the short training sequence
is then extended periodically fa61 samples and multiplied by the window function

1/2, k=1{0,160},
Wikl =< 1, 1 <k <159, (5.10)
0, otherwise

As a result, the training sequen§ein Eqg. (5.9) yields ten short OFDM training symbols
(denoted { to t;¢ in Fig. 5.8), whose duration is6us,
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PLCP header

RATE Reserved LENGTH Parity | Tail SERVICE Tail .
4 bits 1 bit 12 bits 1bit | 6 bits 16 bits PSDU 6 bits | Dadbits

H
Coded/OFDM H Coded/OFDM

(BPSK , R=1/2) 1 (RATE is indicated in SIGNAL)
'
0
PLCP preamble SIGNAL DATA
12 symbols 1 OFDM symbol Variable number of OFDM symbols

Figure 5.7: PPDU frame format

 two long OFDM training symbols, which are used at the Rx side for finesymization
as well as improved frequency offset and channel estimation. Eacheof tonsists of
53 subcarriers (including a zero value at DC) which are modulated by the eterokthe

sequence
L726,26:{171a_1a_1a171a_1a17_1>1a171a13
1517_4-7_17171>‘_1717<_17171a1>1a
051771771)151771)157171)71?717715
~-1,-1,1,1,-1,-1,1,-1,1,-1,1,1,1,1}. (5.11)

The single period of the long training sequence is then extended periodicalimultiplied
by the window function defined in Eqg. (5.10). This yields two long OFDM tragrégmbols
(denoted T and T, in Fig. 5.8), each with duratiofi.4us. They are then appended with
a cyclic prefix (in order to reduce inter-symbol interferences) of tilme2 - 1.6 = 3.2us,
which is doubled compared to the duration of the cyclic prefix of OFDM databsys
(because it is appended only once in front of the first long OFDM traisymgbol T, and
contributes to both Tand T).

The total training length is therefore 82us. Note that three different kinds of guard intervals
are defined, namel§i): for the short training sequence- (0us), (ii): for OFDM data symbols
(= Te) = 1.6us), and(iii): for the long training sequence=(2 - Tg| = 3.2uS).

SIGNAL field: The OFDM training symbols of the PLCP preamble are followed by the SIGNAL
field, which purveys the information for decoding the DATA part of therfea As shown in Fig.
5.7, it consists of a single OFDM symbol, where

» the RATE field has four bits and conveys information about the modulatieensetfand the
coding rate as used in the rest of the packet, according to Table 5.2,

» the LENGTH field is an unsignetR-bit integer that indicates the number of octets in the
PSDU that the MAC is currently requesting the PHY to transmit. This value is ngéuke
PHY to determine the number of octet transfers that will occur between thé &i#l the
PHY after receiving a request to start transmission,

« the reserved bit is intended for future use and is set to zero. Thepewigy (positive parity)
bit controls the integrity of the RATE and LENGTH fields. The TAIL field haslsts (also
all set to zero) and facilitates a reliable and timely detection the RATE and LENG&Tds
immediately after the reception of the tail bits.
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Short training sequence: Long training sequence: SIGNAL field: Data symbols
10 - 1.6 = 16us 2-(1.6+6.4) = 16pus 8pus

Figure 5.8: OFDM training structure

The encoding of the SIGNAL field is performed using the most robust caatibim of BPSK
modulation of the subcarriers and a coding rateRof= 1/2. This includes modulation using
IFFT, cyclic extension and multiplication by a window function, as describeseiction 5.1.2.4
for OFDM symbols. Moreover, note that the RATE and LENGTH fields arth lwequired for
decoding the DATA part of the packet.

DATA field: As shown in Fig. 5.7, the PLCP preamble and the SIGNAL field are finally fatbw
by the DATA field, which contains

« the SERVICE field has6 bits, all set to zero: bite to 6 are used for synchronization of the
descrambler at the Rx side, while bit$o 15 are reserved for future use,

« the PPDU TAIL field shall be six bits of zero, which are required to rethenconvolutional
encoder to the zero state. The PLCP tail bit field are produced by reglsicirscrambled
zero bits following the message end with six non-scrambled zero ones,

 pad bits which ensure that the number of bits in the DATA field is a multiple of tineoeu
Ncpps of coded bits in an OFDM symbol, see Table 5.2. To achieve that, the lengtk of th
message is extended so that it becomes a multiple of the nuivikgis of data bits per

OFDM symbol. At leasb bits are appended to the message in order to accommodate the

TAIL bits. The numberNsyy of OFDM symbols, the numbekNpara of bits in the DATA
field and the numbeNpap of pad bits are computed from the length of the PSDU LENGTH
field as follows

Nsym = [(16 + 8 - LENGTH + 6) /Npgps| ,

Npata = Nsywm - Npeps,
Npap = Npata — (16 + 8 - LENGTH +6) , (5.12)

where[-] is the ceiling function. The appended bits are set to zeros and are sebsgq
scrambled with the rest of the bits in the DATA field.

The SERVICE field of the PLCP header, the PSDU, the six zero tail bits angdtd bits ap-
pended are transmitted at the data rate described in the RATE field of SI@NéAmay constitute
multiple OFDM symbols. Finally, the PPDU frame can be assembled by simply aippetin:
train of training symbols (i.e. the PLCP preamble), the SIGNAL field (i.e. thainédion on the
transmission setting) and the OFDM data symbols one after another, as sheign5.7.

5.1.3 Atthe Receiver side

In Section 5.1.2, we have described the different steps that are pedat the Tx side in order to
transform a binary data stream into OFDM frames (each consisting obanpte and a payload,
respectively) before wireless transmission over the radio propagdteomel. At the Rx side, the
channel coefficients are first estimated from the preamble and therbafterocessing performed
at the Tx side is reversed in a block-wise manner, as shown in Fig. 5.9.
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Data

FFT —>| Equalization  |— Demapper Error rate
and decoder calculation

Received samples
Serial-to-parallel

FFT [—>| Channel estimation

Preamble

Figure 5.9: Block diagram of the receiver

5.1.3.1 Demodulator

The received signal consists of consecutive PPDU frames, with steecslshown in Figs. 5.7 and
5.8. Each frame is first processed by a demultiplexer (i.e. a serial-ttigbatack), which divides
the received signal into blocks 80 samples: the two first ones correspond to the short training
symbols, the two next ones are the long training symbols, the fifth one is the/A&l@Beld and
the rest are data symbols.

The cyclic prefix is removed by ignoring thié first samples inserted at the beginning of each
OFDM data symbol. Thé4 remaining samples are then demodulated in order to convert them
back from the time-domain into the frequency-domain, by means of an FRatape

nk

1 K-1
S[k] = Vi > sn]e? i, (5.13)
n=0

which yields64 parallel subcarriers. Note that this operation is the reciprocal of the &fieTin
Eq. (5.6) used for the modulation of the data from the frequency to the timmeido

5.1.3.2 Channel estimation

The cyclically extended guard interval transforms the linear convoluti@matipn between the
transmitted data and the channel into a circular convolution one. As a e s the frequency-
selective channel is converted into narrowband (scalar) sub-elsaom parallel subcarriers in the
frequency-domain. In that case, the received signal oi'theubcarrier at discrete time instant
is given by

ri [n] = Hy [n] sg [n] + vk [n] - (5.14)

The Least Square (LS) estimat, [n] of the channel coefficients on thé" subcarrier can be
estimated at the Rx side from arpriori known transmitted samplg, [z] and the corresponding
received sampley, [n] as

SRR 3 ) R A )

(5.15)

where Hj, [n] corresponds to the true channel coefficient apgh] /sy [n] the residual noise, re-
spectively. The main advantages of this method are that it has a low complexiyya division
operation is involved) and requires no prior knowledge of the chanatstics, although at the
expense of a possible high mean-square error.
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The two long training symbols can be used for that purpose, whose LS tgtilmua first
calculated independently and then averaged in order to obtain the firalelhestimate for the
k" subcarrier used for subsequent OFDM data symbols, such that

Hy, [n] = % <ﬁk,(1) [n] + Hy (2) M) : (5.16)

Note that this operation is done on the long training symbols rather than ondheosies. The
reason for this is that these latter consist of oritynon-zero pilots, remember their structure Eq.
(5.9), implying therefore thati): only the corresponding channel coefficients can be estimated,
and(ii): division by zeros in Eg. (5.15) would lead to implementation problems.

5.1.3.3 Equalization

The distortions introduced by the channel to the transmitted signal (e.g-Syebol Interference
(ISD), etc.) can be mitigated with a Zero-Forcing (ZF) equalizer, by apglytire inverse of the
channel coefficients to the received data symbols. In case whemrtp€Hannel State Information
(CSl) is assumed, i.e. all channel coefficiefts[n] are known at the Rx side, the ZF equalizer
can be written as

Hkl[n] rin] = Hkl[n] (Hy [n] sg [n] + vk [n]) = sk [n] + ]1;;[[7;]]

The output of the equalizer is given by the transmitted sequeppé€ plus a noise component

Uk [n] = v [n] /Hy [n]. However, the main disadvantage of the ZF equalizer is that the noise
component can be significantly amplified for small values of channel cifts, hence resulting

in a degradation of the SNR. In practice, the channel coefficieipt:| can never be perfectly
known at the Rx side. The equalization process is therefore basedioestimates;, [n], which

are obtained from the long training symbols as described in Section 5.1.3.2.

7 [n] = (5.17)

5.1.3.4 Demapper, deinterleaver and decoder

Demapper: The complex coded symbols obtained at the output of the equalizer areimapded
into the corresponding binary word, hence inverting the bit to symbolfsemation described in
Section 5.1.2.2. For that purpose, two different approaches cami&eeced, namely

« hard demapping, where the detected synitje] minimizes the Euclidian distance between
the complex received symbeln] and all the symbola € A = {aV),a?, ... M=)} of
the constellation used for data transmissiéf, (being the length of the symbol alphabet).
The decision rule can be written as

a[n] = arg min |r [n] — a| = arg min\/(T‘R [n] —ag)* + (r7[n] — ar)?, (5.18)
acA acA
« soft demapping, which unlike hard demapping takes also into accourgltability infor-
mation associated to a given observation. Foritheoded bita; (1 < i < M,), itis cal-
culated from the complex received symbdh] based on the Log-Likelihood Ratio (LLR),
which is defined as

L (o [n]) = log o T
L Pa=) | Teea, PO )
= log ————= P(ai=0) + log ZaeAi,o Pl o) (5.19)

[6)
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whereA; 1 = {a|a; =1} andA; o = {a|a; = 0} denote the sets of tiE¥=~! symbols
havinga; = 1 anda; = 0, respectively. The last equality in Eg. (5.19) follows from
Bayes’ rule. The sign of the LLR provides information about the value efctbded bit;
(eithera; = 1 or a; = 0), whereas its magnitude measures the reliability of the associated
decision. Hence, soft demapping outperforms hard demapping ancesesignificantly the
probability of residual errors.

Deinterleaver: The coded bits at the output of the demapper are deinterleaved in orétr¢ve
the original sequence. Hence, the source of burst errors appdagsstatistically independent at
the Rx side, thus allowing better error correction.

Simular to the interleaver described in Section 5.1.2.2, the deinterleaver igdi&fntwo
permutations. Denoting the index of the original received bit before the first permutationiand
the index after the first and before the second permutation, the first fromuis the inverse of
the one defined in Eqg. (5.4), and is then defined as

. 167
1=28- \‘]J —|-j+< J >mOCKS) , 7=0,1,..., Ncgps— 1, (5.20)
s Nceps

where s denotes the number of coded bits per subcatkigssc as defined in Eq. (5.4). The
second permutation is given by

L6
k:16i—(NCBp5—1){ Sl J . i=0,1,..., Negps— 1, (5.21)

Nceps
wherek is the index after the second permutation, just before the convolutionatldecThis
permutation corresponds to the inverse of the one defined in Eq. (5.3).

Decoder: Since the transmitted signal was punctured in order to increase the coting (see
Section 5.1.2.2), some of the encoded bits are missing and have thereferedmpensated. To
do so, zeros are inserted at their positions in the received coded bérsss i.e. the code rate is
converted back to the reference code date 1/2.

The IEEE 802.11p standard recommends the Viterbi algorithm for decodiinig algorithm
aims at finding the most likely transmitted sequence of symbgisen the received sequence of
symbolsr, such that

$=maxP(r]s), (5.22)

where the maximization is done over all possible symbol sequerbed can be transmitted. It is
based on the trellis framework, which makes explicit the time evolution of the moot¢he shift
registers of the convolutional encoder. At each time instant

« for a convolutional code with constraint lengh = 7, there areX-1 — 64 nodes of the
trellis correspond to all possible states of the encoder (i.e. all possible catiolbis of bits
in its shift registers, as shown in Fig. 5.3),

« the state transitions to the next time instant 1 are given by the branches of the diagram.
Depending on the bit at the input of the encoder (which is eitiieoaa 1), note that each
state can reach only two other states, i.e. some state transitions are nolepossib

Each path throughout the trellis describes therefore a given seqoksteges, which corresponds
to a unique sequence @j: bits intended for transmission at the input of the encoder(@nhdhe
corresponding coded bits at its output, respectively.
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The Viterbi algorithm uses two metrics in order to retrieve the input data bits fhe coded
received ones, hamefi): the branch metric angii): the path metric. The branch metric is defined
for each state transition in the trellis and corresponds to the distance bdtveemteived coded
bits and the expected ones. On the other hand, the path metric is associatedchithode of
the trellis and indicates the “most likely” path between the initial state and thentumne (i.e.
associated with the smallest distance), among all possible paths betweetwthetses. In other
words, this path is the one which minimizes the total number of bit errors.

Assuming that the Tx is at stateat a given time instant, it must have been in only one of two
possible predecessor states (denoted ard 3, respectively) at the previous time instant- 1.
The Viterbi algorithm can then be described as follows:

1. Calculate the branch metrics BM — s] and BM[5 — s| corresponding to the transitions
from statesy and to states, respectively,

2. Add these branch metric to the path metrics for the predecessor stat®) ie, °— 1] and
PM[53,n — 1] for statese and 3, respectively. Compare the sums for paths arriving at the
new states and select the one associated with the smallest path value, i.e.

PM[s,n] = min (PM[a,n — 1]+ BM[a — s] , PM[B,n — 1]+ BM [5 — s]), (5.23)

3. Discard the other path and repeat Steps 1. and 2. until all recebdsl bits have been
used. The “survivor” path corresponds then to the optimum transmitte@dpitesice, i.e.
with the smallest path metric (associated with the fewest number of bit errors).

Note that the Viterbi decoder can be used either for hard or soft degadkepending on the type
of decision applied for demapping. For hard decision decoding, thelb@md path metrics are
calculated with the Hamming distance between the expected bits and the remeesg@xploiting
the fact that the received data samples have been digitized prior to dgtoBi@formance can
be significantly improved by considering soft decision decoding, whichstaikto account the
knowledge about the reliability of the received bit sequence.

Finally, the decoded data bits are descrambled with the same scrambler as tisedrat the
Tx side and described in Section 5.1.2.2.

5.2 IEEE 802.11p Medium Access Control layer

The purpose of the MAC layer is, as its hame suggests, to control thesaitcéise physical
medium (i.e. the propagation channel) for a single wireless device andedebieh it can start
transmission. However, it has no control on the other nodes of the et can therefore
not prohibit them from sending data packets at the same time. Moreoverthad the way data
packets are transmitted over the propagation channel is determined atrddegldoy the PHY

layer, as described in Section 5.1.2.5.

Each node in the network is indeed independent and must therefore toetvof distributed
rules (algorithms and protocols) in order to determine when and which raodeave the right to
access to the physical medium (which they all share) and can send et.pbackther words, the
MAC layer is responsible for scheduling all channel access while kgebinterference as low
as possible at any transmission moment.
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MAC Header

Octets: 2 2 6 6 6 2 6 2 0-23+24 4

Frame
Body

QoS

Control

Sequence
Control

Frame

. Duration/ Address 1 | Address 2 | Address 3 Address 4
Control D

FCS

Protocol Type Subtybe To From More Retry Power More Protected
YE Subtyp "~ | Management | Data Frame

Version DS DS Fragments Order

Bits: 2 2 4 1 1 1 1 1 1 1 1

Figure 5.10: MAC frame format

5.2.1 Structure of the MAC frame

MAC frames can be of three different types, nam@)y data frames which carry user data from
higher layers(ii): control frames which assist in the delivery of data and management frames
between stations, including Ready To Send (RTS), Clear To Send (CGitiSAeknowledgment
(ACK) frames (see Section 5.2.2), afid): management frames (e.g. beacons, etc.) which enable
stations to establish and maintain communications. Their most general formatM@ frame

is shown in Fig. 5.10 and consists of

A MAC header: The MAC header can have a variety of formats, depending on the type of th
frame, which can bé): data frames which carry user data from higher layg@rs, control frames
which assist in the delivery of data and management frames between statituding RTS, CTS
and ACK frames (see Section 5.2.2), afid): management frames (e.g. beacons, etc.) which
enable stations to establish and maintain communications. The most common fotheaM#C
header is shown in Fig. 5.10, with fields

» Frame control: This field includes a protocol version, a frame type and subtype, aredade
other bit fields. The combination of the bife DSandFrom DS defines whether the frame
is exchanged between stations within the same Basic Service Set (BSS3ideolf both
bits are set to zero, the frame remains within the same BSS (i.e. on the wirelessmed
If the To DS bit is set, the Access Point (AP) bridges the frame from the wireless medium
to the distribution system. If thErom DS bit is set, the AP bridges the frame from the
distribution system to the wireless medium. The state of these two bits also detethanes
content of the address fields,

« Duration/ ID: This field indicates the time duration (in microseconds) required to transmit
the current frame, possibly including some overhead for its responseRT.8, CTS and
ACK frames) and appropriate Inter Frame Spaces (IFSs). Note thgiénds on the type
of the frame, Quality of Service (QoS) and address parameters,

e Addresses 1, 2, 3 and 4: The address field contents are summarized in Table 5.3 for all
combinations offo DS/ From DS bit combinations. The general rule is that Addreskes
and2 are always associated with the receiving and transmitting addresges;tiesly. As
a consequence, we can have

To DS= 0 andFrom DS = 0: Both the source and destination are on the wireless medium.
In that case, Addressés 2 and3 correspond to the destination, source and Basic Service
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ToDSbit FromDSbit Address1 Address?2 Address3 Address 4

0 0 DA SA BSSID -
0 1 DA BSSID SA -
1 0 BSSID SA SA -

Table 5.3: IEEE 802.11p MAC frame address field content. DA: Destinatrdss; SA: Source
Address; BSSID: Basic Set Service Identification (Access Point égijr

Set Identification (BSSID) addresses, respectively,

To DS= 0 andFrom DS = 1: When a frame arrives from across the distribution system
where it was sent by the source, whereas the access point bridgestieeonto the wireless
medium. In that case, the transmitting address identifies the access pointorsegaence,
Addressed, 2 and3 correspond to the destination, BSSID (i.e. the MAC address of the
access point) and source addresses, respectively,

To DS = 1 andFrom DS= 0: When a frame is sent over the wireless medium, received by
the access point and bridged onto the Delay Spread (DS) toward itsdistahation. In that
case, the receiving address identifies the access point. Hence sadslre2 and3 carry

the BSSID (i.e. the MAC address of the access point), the source amadadies addresses,
respectively,

» Sequence Control: This field consists of two sub-fields, the Sequence Numbizbits) and
the Fragment Numbed (bits), which are used to identify the sequence number of a MAC
Service Data Unit (MSDU) and the number of each fragment of a MSD&hedively.
Fragmentation may indeed be necessary for partitioning the user data $toaarmigher
layers passed to the MAC layer to meet the maximum allowed size of the MSDU,

» QoSControl: This field is used in order to identify the traffic class or traffic stream to whic
the current frame belongs as well as various other QoS-related informadtaut the frame,
depending on its type and subtype (e.g. ACK policy, transmission opportuht@P)
duration, queue size, etc.)

A variable-length frame body: The frame body consists of the MSDU, possibly augmented by
a few bytes of encryption overhead, which is passed into the MAC lager &n higher layer. Its
maximum size is limited t@304 bytes. It is therefore much smaller than ##5 bytes of the
maximum PSDU allowed by the OFDM PHY layer, as described in Section 5.1.2Fattice,
typical MAC frames used in the IEEE 802.11p standard are lessli#nbytes,

A Frame Check Sequence (FCS)tt is a4-byte field which contains 82-bit Cyclic Redundancy
Check (CRC) used for detecting bit errors anywhere in the MAC framis. denerated with the
standard generator polynomial of degB2edefined as

G(l‘) — x32 _|_$26 +J)23—|—£C22 +x16 _’_$12 +9:11+
204 "+t a2t e+ 1, (5.24)
and is calculated over all the fields of the MAC header and the frame body.
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Figure 5.11: RTS/CTS/ACK frame protection sequence with Network Allocatemtor

5.2.2 CSMA/CA

The IEEE 802.11p communication standard uses a Carrier Sense MultiptsAaith Collision

Avoidance (CSMA/CA) scheme for the coordination of the access to théesgrenedium. This
mechanism is based on virtual carrier (medium) sensing in order to detectlmaltipess to the
medium. A station may indeed not be allowed to send a data packet if it indicatéisethraedium

is currently occupied by another station.

Fig. 5.11 illustrates the frame exchange sequence of virtual carrieingenBirst, a RTS
control frame is sent by the source station, which must be answered laestiaation station
after Short Inter Frame Space (SIFS) units of time with a CTS frame: the di&stimode is
ready to receive data. The source station waits another SIFS units of toinéghem sends the
data packet. When the destination has received the data successfgfniiaits SIFS units of
time before returning an ACK frame. If the source receives the ACK, itmidke sure that the
data transmission was successful. Otherwise, the source station will etrangmitting the data
until it gets a response. In this scenario, all stations within range retteRTS, the CTS or both
frames. When this is the case, they start a Network Allocation Vector (NAV xtiwi@ch marks
the medium as busy until the end of the transmission (i.e. the time interval usedsmirahe
data frame and return its ACK) and prohibits them from sending packeddt{arefore interfering)
during the current transmission.

5.2.3 Distributed coordination function

Stations operating in the Distributed Contribution Function (DCF) mode always to wait
Distributed Inter Frame Space (DIFS) units of time after a frame (data oratpntrowever,
multiple other stations might also have been waiting, i.e. further rules are eddoidetermine
which station is going to have first access to the medium for transmission. FEquitpese, the
time a station must wait after DIFS is uniformly randomized, hence providingdag between
all the stations. The random waiting time is chosen within a range called the @ontéindow
(CW). The rules for DCF are shown in Fig. 5.12 and can be summarizedlas$:

« If a station is newly initialized, then it may send a frame immediately after DIFS ufits o
time if the medium is free. Otherwise, if the medium is not idle, a back-off time is tmifo
randomly chosen from the intervdl - - - CWpin]. Once the medium is idle and DIFS units
of time have elapsed, the station must still wait while the back-off counter recented
for each SlotTime interval. If the medium is seized by another station, the hcktmter
stops being decremented. The decrementing process proceeds amegliln is idle again
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Figure 5.12: Example of back-off coordination between three diffestations in DCF. The blue
rectangles correspond to a station sending of a packet. DIFS is refg@degray and corresponds
to a time interval after a frame during which all stations must wait. Finally, the waitangles
correspond to the decrement of the back-off counter of each statiagafd SlotTime interval.
Note that in this example, a collision between stations A and B may occur atdime

Parameters: SlotTime SIFS DIFS GW CWax
Values: 13us 32us  32us 15 1023

Table 5.4: Timing and DCF parameters for the PHY layer of the IEEE 802 thtyplard

for DIFS units of time. When the back-off counter reaches zero, the statay send the
waiting frame,

* If sending of the frame does not succeed (i.e. if the source statiomadbesceive an ACK
answer after a specific timeout), then it must be retransmitted. A furtherdfbicktherefore
started, which is randomly selected from an enlarged intgéval CW|, where the initial
CW is set to CW,in. For subsequent retransmissions, the new CW is determined as

« If the frame transmission was successful, then the station must alwalya staw back-off
procedure, regardless if it has another packet waiting or not.

Note here that DCF does not prohibit collisions, but only avoid them usingam back-offs.
Moreover, DCF is a statistically fair mechanism for all stations with respeckttirtre they have
to wait before access to the medium. However, it does not take into actmupacket payload
size or the transmission time of each station, i.e. QoS is not provided. Tablerbagizes the
main timing and DCF parameters for the IEEE 802.11p standard.

5.2.4 Enhanced Distributed Channel Access

QoS is however crucial for vehicular communications, where safetyedetnd time-critical mes-
sages must have priority over the other ones. For that purpose, tBe8EE11p standard adapts
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Figure 5.13: EDCA QoS queues

the Enhanced Distributed Channel Access (EDCA) that was originallpgsed in the IEEE
802.11e amendment of the standard [38], which introduced a QoS exten&iooverview of
the EDCA architecture for vehicular communications is shown in Fig. 5.13.

The medium access rules of DCF are replaced by the ones of EDCA, whbfaies four
different Access Categorys (ACs) with different medium accessipesri.e. (i): AC_VO for
“voice” class traffic,(ii): AC_VI for “video” class traffic,(iii): AC_BE for best effort traffic, and
(iv): AC_BK for background traffic, respectively. Hence, each AC has arsé@ queue and a
Enhanced Distributed Channel Access Function (EDCAF) managingdfagkry similar to the

original DCF described in Section 5.2.3. The main differences betweendd@FEDCA can be
summarized as follows:

» The DIFS in DCF is replaced by a specific time interval called Arbitration IRFr@ame
Space (AIFS) before the EDCAF is granted access to the medium or starsading its
back-off counter, which is calculated as follows:

AIFS[AC] = SIFS+ AIFSN[AC] - SlotTime (5.26)

where AIFSNAC] is an integer and SlotTime the smallest amount of time that can be added

to an IFS, respectively,

» Each AC is defined with a separate CW variable, starting at,(zM{C] and being increased
until CWmaxAC] is reached,

« When the back-off counter reaches zero, the AC is granted an EDX2PT with a maxi-
mum duration TXOPLIm{tAC]. A TXOPLimit = 0 allows a single frame at any data rate
and a RTS/CTS/ACK exchange if desired.

Note that QoS-enabled station has four EDCAFs, i.e. two or more of its dfdounters can

reach zero simultaneously. In order to avoid such an internal collisi@@sado the medium is
granted to the EDCAF with the highest priority whereas the other EDCAF musttéthe usual

back-off procedure, as if an “external” collision on the medium had loled¢ected.
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VO VI BE BK

AIFSN[ACl 2 3 6 9

CWmn[AC] 3 3 7 15

CWmax[AC] 7 7 15 1023
TXOPLmit[AC] 0 0 O 0

Table 5.5: Default EDCA parameters using OFDM PHY inii@&Hz band for the IEEE 802.11p
standard

5.3 Performance evaluation

The performance of the PHY layer of the IEEE 802.11p standard depetick parameter settings
and the channel model chosen by the user for the simulations. Theyuakywsharacterized in
terms of error ratios, two measures of which being

* Bit Error Rate (BER), which compares the transmitted bits with the receined, @btained
after demodulation and decoding. It is defined as the number of bit mismdtetvesen the
transmitted and received sequences divided by the total number ofetnaausbits,

« Frame Error Rate (FER), for which the BER is calculated for each frédina¢least one bit
is wrong, then the corresponding frame is considered as erroneasisefined as the total
number of unsuccessfully detected frames divided by the total numbansttitted frames.
This is done by computing the CRC on the received MAC frame (i.e. on theveeckIAC
header and frame body) and comparing it to the one present in theedddikC frame
(which has been calculated at the Tx side).

These error ratios are usually expressed as a function of SNR.riarfoe results obtained for
(i): the measured V2V propagation channels (see Chapter 2)jiignthe GSCM derived from
these measurements (see Chapter 4) will be presented in Chapter 6.
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Chapter 6

System simulations

In this Chapter, we evaluate the performance of IEEE 802.11p compliast&®ers in the various
scenarios and environments that have been measured in Chapterd@mRede in terms of both
BER and FER results are provided and discussed.

6.1 Simulation settings

6.1.1 |EEE 802.11p parameters

In order to transmit the randomly generated data in the PHY-layer simulat@nission chain
IEEE 802.11p standard compliant, we choose a QPSK modulation and dwtawal code with

rate of1/2. Note that this corresponds to a data rat® &fibps, as described in Table 5.1. The
reason for this choice is that this modulation scheme is amongst the most oolessti.e. the
simulation results obtained for the other less protected schemes will be wdseover, data
packets with fixed length af000 bytes are assumed to be constantly transmitted. All the simula-
tion parameters are summarized in Table 6.1.

6.1.2 Propagation channel settings

The performance of IEEE 802.11p compliant communication systems were eestiat@ach time
instant from the discrete scatterer contributions reconstructed baskdioparameters estimated
using the RIMAX algorithm, as described in Chapter 4. A selection combiningnsetwas used
to determine from each MIMO snhapshot the single Tx-Rx antenna pairwiigh they were

Parameters Values
IEEE 802.11p: Modulation mode QPSK
Code rate 1/2
Bit rate 6 Mbs
Packet length 1000 bytes
Channel: Bandwidth 10 MHz
MIMO signal duration 640us
Number of MIMO per burst 30
Rate of bursts 20 Hz
SNR per bit 6 dB

Table 6.1: Simulation parameters of the IEEE 802.11p communication chain
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obtained (i.e. the one for which the IR has the strongest power). Not¢halsthe IRs have to be
down-sampled from5 MHz to 10 MHz, i.e. from the bandwidth over which they were measured
to the one over which the IEEE 802.11p standard operates, respectively

The SNR of a bandlimited, power-constrained radio propagation chaandde defined for a
multi-carrier system as

P
NoKF’

where P is the average signal power atd,/2 is the power spectral density of the Additive
White Gaussian Noise (AWGN) channd. is the total number of subcarriers that are utilized for
transmission in the OFDM system, wherdass the frequency separation between the subcarriers
(the productK F’ corresponding to the total bandwidi}).

However, the PHY layer of the IEEE 802.11p standard specifies that @&®OM symbol
consists ofK’ = 64 subcarriers out of which twelve are zeros (i.e. the frequency guéed/ai
and the DC frequency), as shown in Fig. 5.5. In other woffls: 52 subcarriers are effectively
used occupied by the data and pilot subcarriers. As a consequeachatmel is oversampled in
the frequency domain and the SNRs of the channel @Gyethe total bandwidthB = K F' and
(ii): the effectively used bandwidti F' are not equal. They are related as follows

SNRh =

(6.1)

K
SNReh,a] = SNRgg; + 101logy, i SNRgg; — 0.9018, (6.2)

where0.9018 is a correction coefficient accounting for the down-sampling issues im¢hadéncy
domain. The received signa(t¢) can therefore be modeled as

L-1
r(t)=> hi(t)s(t—7(t) +v(t), (6.3)
=0

wheres(t) andv(t) are the transmitted signal and the noise components correspondingit8 the
subcarrier at the discrete time instantespectively. Based on this definition, AWGN with an
arbitrary SNR per bit o6 dB was added to the transmitted data in all following simulations. All
the simulation parameters are summarized in Table 6.1.

6.2 Estimation examples

Due to the time limitations, we have only analyzed a few data subsets that @rrdespvarious
scenarios that we want to investigate, and previously described in Séctién

Fig. 6.1 shows the time-varying behavior of the BER for the T20Truck data set, which is
described in Section 4.1.5. In this measurement scenario, the Tx and Rg &xectraveling in
convoy in the same direction on a I-5 South freeway, and there is one drigntoucks between
the two vehicles. As a consequence, the LOS component is most of the titngcbds (or at least
strongly attenuated) by at least one full-length truck (up to two) and thertcditbe measurement
vehicle traveling ahead of the other. As it can for example be observegée: = 4s andt = 7s,
this yields to very high levels for the BER, around approximagely i.e. reliable communication
between the Tx and Rx vehicles are in that case not possible.

However, it also shows that when the propagation conditions get betiefremt = 1s to
t = 3s when the LOS between the Tx and Rx trucks becomes temporarily undbsdirtiee BER
can achieve very good performance, frofm? to 107°.
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Figure 6.1: Time-varying BER for truck-to-truck communications on a fegewvith the LOS
obstructed by other trucks
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Chapter 7

Conclusions

7.1 Summary of the project findings

The goal of this project is to investigate the performance of IEEE 802.1ldpléant communi-
cation systems for interactions of convoys with mixed truck/car situations sseba the impact
on convoy formation. This scenarios, in which both trucks and passeageare simultaneously
on the road, are of great importance for mixed-traffic convoys, bdityled not been explored or
measured in the open literature.

For that purpose, we first developed equipment (channel soumidtiple antenna arrays,
etc.) and further refined in order to conduct versatile, mobile measureofemideband propaga-
tion channels. Extensive measurement data sets were therefore olitaipegpagation channels
between trucks and trucks as well as between trucks and cars in vadaugying situations,
affecting mixed-passenger-freight traffic, with emphasis on a numbienpdrtant situations for
mixed truck/passenger car traffic with safety-related applications.

Based on these measured data, we showed that the propagation daartrehccurately mod-
eled using a GSCM approach, whose benefits includ€g(ithat can easily handle non-stationary
(e.g. fast time-varying) channel@i): it provides not only delay and Doppler spectra, but inher-
ently models the MIMO properties of the chanr@l): it is possible to easily change the antenna
influence, by simply including a different antenna pattéim): the environment can be easily
changed. The simulation results were found to compare well with the ones@btaom the
measured data, and show that the GSCM approach can reliably be usegrindystem evalua-
tion tools instead of “raw” measurement data.

Finally, we also implemented a simulation platform for the PHY and MAC layers aiBR&
802.11p standard. This platform was used to evaluate the performatEe®B02.11p conform-
ing radios (with “standard” receivers) in such propagation chani@ls.intrinsic geometry of the
trucks (i.e. a large metallic trailer behind the driver’s cabin) is shown to haignificant impact
on the evaluation results, when the antennas are mounted on top of theriugels dabin, by(i):
obstructing the LOS between the Tx and Rx vehicles, with important attenuaiticam they are
traveling in convoy in the same direction, (@i): acting as a reflector with contribution sometimes
stronger than the LOS component located in the near-field of the anteieasbweth the Tx and
Rx vehicles are traveling in opposite directions.
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7.2 Implementation outcomes

In this report, we developed and implemented several tools for investigatngetfiormance of
IEEE 802.11p compliant communication systems for interactions of convoyswixgd truck/car
situations and assess the impact on convoy formation, namely

A fully functional real-time measurement setup (channel sounder, multidanaa arrays,
etc.) for highly time-varying (vehicle-to-vehicle) propagation channelickvis described
in this report,

» A comprehensive database of measured propagation channettehnistacs for mixed traf-
fic convoy scenarios. It contains descriptions of the measuremenbemants, the types
of vehicles and their antenna arrangements, distances between thesyélt$&NLOS sit-
uations, received powers (as a function of time) and impulse resparstgan be made
freely available to the METRANS partners,

» The development of a realistic channel model and its full parametrizatsodescribed in
this report. The channel model is coded in MATLAB and can also be maaikabie to the
METRANS members,

» The creation of a IEEE 802.11p simulator in MATLAB, which takes into aotdaoth
the PHY and MAC structures of IEEE 802.11p compliant transmissions. étaled de-
scription of the simulator implementation is described in this report and can alsatie
available to the METRANS members.

We believe that the tools developed during this project could be used in torégamine more
closely the performance of IEEE 802.11p compliant communication systemsealistic prop-
agation channels, in order to improve not only the design of existing caystéms but also the
development of policies and technologies for convoy formation.

7.3 Future research

Vehicle convoys (platoons) hold a promise for significant efficiency imgmuents of freight and
passenger transportation through better system integration. Thisalegeaject produced sig-
nificant results for estimating the characteristics of propagation chammetttha performance of
IEEE 802.11p compliant communication systems in mixed-traffic convoy sosn&ased on the
obtained results, ongoing and future research should cover the fofjdaiics:

« Due to time constraints, only few subsets of measured data have beepeahdilying this
project, which consisted in the most interesting scenarios. Further worgrftihe needed
for the exhaustive analysis of all the measurement data collected durimgeifgurement
campaigns, in order to test and validate the concepts and tools developidarojact,

« Additional measurement campaigns are required in order to cover addisioenarios (not
investigated during this project), for propagation channels betweenstark cars or be-
tween trucks and trucks in various convoying scenarios with mixed cd¢/traffic. They
would indeed include a range of situations important in terms of road safdtg@voy
formation, e.g(i): in tunnels(ii): at street intersections with truck obstruction, etc.
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« Different antenna positions on the vehicles may be alternatively coesiderg. side mir-
rors, on top of the trailer, below the vehicles, etc. The performanceEi I82.11p com-
pliant communication systems in those cases should be compared to thoseditaing
this project when the antennas are mounted on the driver’s cabin obtriitle impact of
antenna placement on both the characteristics of propagation chandéeaerformance
of communications systems for convoys could then be optimized based onreddata,

« Real-world measurement data indicate that propagation channels batudenand trucks
or between trucks and cars differ significantly from those experiemcgebw well-known)
car-to-car communication systems. Hence, the proposed GSCM may nee@xtehded
and improved in order to account f): the presence of a metallic trailer which behaves as
a large, strong, constant scatterer (almost in the near-field of the ahtespecially when
the Tx and Rx vehicles are traveling in opposite directions towards oneenattd(ii):
the impact of elevation angle, especially for communications between catsiakd when
antennas are located at different heights,

< A more thorough analysis of the packet failure rate, reliabilities and lateon€ithe wireless
links in convoy scenarios is a critically important input {or the design of control systems,
(ii): the development of policies and technologies for convoy formation(i@ndpossible
modifications of the PHY and MAC layers in order to improve the performafd&BE
802.11p based communication systems in these contexts. In particulasdagresanalysis
would be interesting to conduct as further work, in order to determine thgamship(s)
between the characteristics of system performance, propagationethiama the physical
environment surrounding the Tx and Rx vehicles, respectively,

* Based on the results obtained from the measured data, more robust cmamnrschemes
can be developed, e.g. by considering multi-hop communications, with othelegre-
laying the information between the Tx and Rx in order to resolve the situatioesevdirect
communications are not successful.
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